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# Introduction to the dataset and data preparation for the model

The assigment is to apply the 5 classification methods on the Online News Popularity data set from the UCI Machine Learning Repository. I need to conduct a binary classification (popular/unpopular) using the 58 predictive variables in the dataset or by using a subset of them. Before applying any method, we first need to do some data preparation steps. This includes collecting the data and exploring it. It also include pre-processing the data such as removal of unwanted variables,scaling and setting up the binary classifer. It further involves splitting the data into train and test for the model. Each step is performed as below.

## Collecting and exploring the dataset

onlinepop <-read.csv("C:/Users/inatara/Downloads/OnlineNewsPopularity.csv")  
str(onlinepop)

## 'data.frame': 39644 obs. of 61 variables:  
## $ url : Factor w/ 39644 levels "http://mashable.com/2013/01/07/amazon-instant-video-browser/",..: 1 2 3 4 5 6 7 8 9 10 ...  
## $ timedelta : num 731 731 731 731 731 731 731 731 731 731 ...  
## $ n\_tokens\_title : num 12 9 9 9 13 10 8 12 11 10 ...  
## $ n\_tokens\_content : num 219 255 211 531 1072 ...  
## $ n\_unique\_tokens : num 0.664 0.605 0.575 0.504 0.416 ...  
## $ n\_non\_stop\_words : num 1 1 1 1 1 ...  
## $ n\_non\_stop\_unique\_tokens : num 0.815 0.792 0.664 0.666 0.541 ...  
## $ num\_hrefs : num 4 3 3 9 19 2 21 20 2 4 ...  
## $ num\_self\_hrefs : num 2 1 1 0 19 2 20 20 0 1 ...  
## $ num\_imgs : num 1 1 1 1 20 0 20 20 0 1 ...  
## $ num\_videos : num 0 0 0 0 0 0 0 0 0 1 ...  
## $ average\_token\_length : num 4.68 4.91 4.39 4.4 4.68 ...  
## $ num\_keywords : num 5 4 6 7 7 9 10 9 7 5 ...  
## $ data\_channel\_is\_lifestyle : num 0 0 0 0 0 0 1 0 0 0 ...  
## $ data\_channel\_is\_entertainment: num 1 0 0 1 0 0 0 0 0 0 ...  
## $ data\_channel\_is\_bus : num 0 1 1 0 0 0 0 0 0 0 ...  
## $ data\_channel\_is\_socmed : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ data\_channel\_is\_tech : num 0 0 0 0 1 1 0 1 1 0 ...  
## $ data\_channel\_is\_world : num 0 0 0 0 0 0 0 0 0 1 ...  
## $ kw\_min\_min : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ kw\_max\_min : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ kw\_avg\_min : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ kw\_min\_max : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ kw\_max\_max : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ kw\_avg\_max : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ kw\_min\_avg : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ kw\_max\_avg : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ kw\_avg\_avg : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ self\_reference\_min\_shares : num 496 0 918 0 545 8500 545 545 0 0 ...  
## $ self\_reference\_max\_shares : num 496 0 918 0 16000 8500 16000 16000 0 0 ...  
## $ self\_reference\_avg\_sharess : num 496 0 918 0 3151 ...  
## $ weekday\_is\_monday : num 1 1 1 1 1 1 1 1 1 1 ...  
## $ weekday\_is\_tuesday : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ weekday\_is\_wednesday : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ weekday\_is\_thursday : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ weekday\_is\_friday : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ weekday\_is\_saturday : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ weekday\_is\_sunday : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ is\_weekend : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ LDA\_00 : num 0.5003 0.7998 0.2178 0.0286 0.0286 ...  
## $ LDA\_01 : num 0.3783 0.05 0.0333 0.4193 0.0288 ...  
## $ LDA\_02 : num 0.04 0.0501 0.0334 0.4947 0.0286 ...  
## $ LDA\_03 : num 0.0413 0.0501 0.0333 0.0289 0.0286 ...  
## $ LDA\_04 : num 0.0401 0.05 0.6822 0.0286 0.8854 ...  
## $ global\_subjectivity : num 0.522 0.341 0.702 0.43 0.514 ...  
## $ global\_sentiment\_polarity : num 0.0926 0.1489 0.3233 0.1007 0.281 ...  
## $ global\_rate\_positive\_words : num 0.0457 0.0431 0.0569 0.0414 0.0746 ...  
## $ global\_rate\_negative\_words : num 0.0137 0.01569 0.00948 0.02072 0.01213 ...  
## $ rate\_positive\_words : num 0.769 0.733 0.857 0.667 0.86 ...  
## $ rate\_negative\_words : num 0.231 0.267 0.143 0.333 0.14 ...  
## $ avg\_positive\_polarity : num 0.379 0.287 0.496 0.386 0.411 ...  
## $ min\_positive\_polarity : num 0.1 0.0333 0.1 0.1364 0.0333 ...  
## $ max\_positive\_polarity : num 0.7 0.7 1 0.8 1 0.6 1 1 0.8 0.5 ...  
## $ avg\_negative\_polarity : num -0.35 -0.119 -0.467 -0.37 -0.22 ...  
## $ min\_negative\_polarity : num -0.6 -0.125 -0.8 -0.6 -0.5 -0.4 -0.5 -0.5 -0.125 -0.5 ...  
## $ max\_negative\_polarity : num -0.2 -0.1 -0.133 -0.167 -0.05 ...  
## $ title\_subjectivity : num 0.5 0 0 0 0.455 ...  
## $ title\_sentiment\_polarity : num -0.188 0 0 0 0.136 ...  
## $ abs\_title\_subjectivity : num 0 0.5 0.5 0.5 0.0455 ...  
## $ abs\_title\_sentiment\_polarity : num 0.188 0 0 0 0.136 ...  
## $ shares : int 593 711 1500 1200 505 855 556 891 3600 710 ...

summary(onlinepop)

## url   
## http://mashable.com/2013/01/07/amazon-instant-video-browser/ : 1   
## http://mashable.com/2013/01/07/ap-samsung-sponsored-tweets/ : 1   
## http://mashable.com/2013/01/07/apple-40-billion-app-downloads/: 1   
## http://mashable.com/2013/01/07/astronaut-notre-dame-bcs/ : 1   
## http://mashable.com/2013/01/07/att-u-verse-apps/ : 1   
## http://mashable.com/2013/01/07/beewi-smart-toys/ : 1   
## (Other) :39638   
## timedelta n\_tokens\_title n\_tokens\_content n\_unique\_tokens   
## Min. : 8.0 Min. : 2.0 Min. : 0.0 Min. : 0.0000   
## 1st Qu.:164.0 1st Qu.: 9.0 1st Qu.: 246.0 1st Qu.: 0.4709   
## Median :339.0 Median :10.0 Median : 409.0 Median : 0.5392   
## Mean :354.5 Mean :10.4 Mean : 546.5 Mean : 0.5482   
## 3rd Qu.:542.0 3rd Qu.:12.0 3rd Qu.: 716.0 3rd Qu.: 0.6087   
## Max. :731.0 Max. :23.0 Max. :8474.0 Max. :701.0000   
##   
## n\_non\_stop\_words n\_non\_stop\_unique\_tokens num\_hrefs   
## Min. : 0.0000 Min. : 0.0000 Min. : 0.00   
## 1st Qu.: 1.0000 1st Qu.: 0.6257 1st Qu.: 4.00   
## Median : 1.0000 Median : 0.6905 Median : 8.00   
## Mean : 0.9965 Mean : 0.6892 Mean : 10.88   
## 3rd Qu.: 1.0000 3rd Qu.: 0.7546 3rd Qu.: 14.00   
## Max. :1042.0000 Max. :650.0000 Max. :304.00   
##   
## num\_self\_hrefs num\_imgs num\_videos average\_token\_length  
## Min. : 0.000 Min. : 0.000 Min. : 0.00 Min. :0.000   
## 1st Qu.: 1.000 1st Qu.: 1.000 1st Qu.: 0.00 1st Qu.:4.478   
## Median : 3.000 Median : 1.000 Median : 0.00 Median :4.664   
## Mean : 3.294 Mean : 4.544 Mean : 1.25 Mean :4.548   
## 3rd Qu.: 4.000 3rd Qu.: 4.000 3rd Qu.: 1.00 3rd Qu.:4.855   
## Max. :116.000 Max. :128.000 Max. :91.00 Max. :8.042   
##   
## num\_keywords data\_channel\_is\_lifestyle data\_channel\_is\_entertainment  
## Min. : 1.000 Min. :0.00000 Min. :0.000   
## 1st Qu.: 6.000 1st Qu.:0.00000 1st Qu.:0.000   
## Median : 7.000 Median :0.00000 Median :0.000   
## Mean : 7.224 Mean :0.05295 Mean :0.178   
## 3rd Qu.: 9.000 3rd Qu.:0.00000 3rd Qu.:0.000   
## Max. :10.000 Max. :1.00000 Max. :1.000   
##   
## data\_channel\_is\_bus data\_channel\_is\_socmed data\_channel\_is\_tech  
## Min. :0.0000 Min. :0.0000 Min. :0.0000   
## 1st Qu.:0.0000 1st Qu.:0.0000 1st Qu.:0.0000   
## Median :0.0000 Median :0.0000 Median :0.0000   
## Mean :0.1579 Mean :0.0586 Mean :0.1853   
## 3rd Qu.:0.0000 3rd Qu.:0.0000 3rd Qu.:0.0000   
## Max. :1.0000 Max. :1.0000 Max. :1.0000   
##   
## data\_channel\_is\_world kw\_min\_min kw\_max\_min kw\_avg\_min   
## Min. :0.0000 Min. : -1.00 Min. : 0 Min. : -1.0   
## 1st Qu.:0.0000 1st Qu.: -1.00 1st Qu.: 445 1st Qu.: 141.8   
## Median :0.0000 Median : -1.00 Median : 660 Median : 235.5   
## Mean :0.2126 Mean : 26.11 Mean : 1154 Mean : 312.4   
## 3rd Qu.:0.0000 3rd Qu.: 4.00 3rd Qu.: 1000 3rd Qu.: 357.0   
## Max. :1.0000 Max. :377.00 Max. :298400 Max. :42827.9   
##   
## kw\_min\_max kw\_max\_max kw\_avg\_max kw\_min\_avg   
## Min. : 0 Min. : 0 Min. : 0 Min. : -1   
## 1st Qu.: 0 1st Qu.:843300 1st Qu.:172847 1st Qu.: 0   
## Median : 1400 Median :843300 Median :244572 Median :1024   
## Mean : 13612 Mean :752324 Mean :259282 Mean :1117   
## 3rd Qu.: 7900 3rd Qu.:843300 3rd Qu.:330980 3rd Qu.:2057   
## Max. :843300 Max. :843300 Max. :843300 Max. :3613   
##   
## kw\_max\_avg kw\_avg\_avg self\_reference\_min\_shares  
## Min. : 0 Min. : 0 Min. : 0   
## 1st Qu.: 3562 1st Qu.: 2382 1st Qu.: 639   
## Median : 4356 Median : 2870 Median : 1200   
## Mean : 5657 Mean : 3136 Mean : 3999   
## 3rd Qu.: 6020 3rd Qu.: 3600 3rd Qu.: 2600   
## Max. :298400 Max. :43568 Max. :843300   
##   
## self\_reference\_max\_shares self\_reference\_avg\_sharess weekday\_is\_monday  
## Min. : 0 Min. : 0.0 Min. :0.000   
## 1st Qu.: 1100 1st Qu.: 981.2 1st Qu.:0.000   
## Median : 2800 Median : 2200.0 Median :0.000   
## Mean : 10329 Mean : 6401.7 Mean :0.168   
## 3rd Qu.: 8000 3rd Qu.: 5200.0 3rd Qu.:0.000   
## Max. :843300 Max. :843300.0 Max. :1.000   
##   
## weekday\_is\_tuesday weekday\_is\_wednesday weekday\_is\_thursday  
## Min. :0.0000 Min. :0.0000 Min. :0.0000   
## 1st Qu.:0.0000 1st Qu.:0.0000 1st Qu.:0.0000   
## Median :0.0000 Median :0.0000 Median :0.0000   
## Mean :0.1864 Mean :0.1875 Mean :0.1833   
## 3rd Qu.:0.0000 3rd Qu.:0.0000 3rd Qu.:0.0000   
## Max. :1.0000 Max. :1.0000 Max. :1.0000   
##   
## weekday\_is\_friday weekday\_is\_saturday weekday\_is\_sunday is\_weekend   
## Min. :0.0000 Min. :0.00000 Min. :0.00000 Min. :0.0000   
## 1st Qu.:0.0000 1st Qu.:0.00000 1st Qu.:0.00000 1st Qu.:0.0000   
## Median :0.0000 Median :0.00000 Median :0.00000 Median :0.0000   
## Mean :0.1438 Mean :0.06188 Mean :0.06904 Mean :0.1309   
## 3rd Qu.:0.0000 3rd Qu.:0.00000 3rd Qu.:0.00000 3rd Qu.:0.0000   
## Max. :1.0000 Max. :1.00000 Max. :1.00000 Max. :1.0000   
##   
## LDA\_00 LDA\_01 LDA\_02 LDA\_03   
## Min. :0.00000 Min. :0.00000 Min. :0.00000 Min. :0.00000   
## 1st Qu.:0.02505 1st Qu.:0.02501 1st Qu.:0.02857 1st Qu.:0.02857   
## Median :0.03339 Median :0.03334 Median :0.04000 Median :0.04000   
## Mean :0.18460 Mean :0.14126 Mean :0.21632 Mean :0.22377   
## 3rd Qu.:0.24096 3rd Qu.:0.15083 3rd Qu.:0.33422 3rd Qu.:0.37576   
## Max. :0.92699 Max. :0.92595 Max. :0.92000 Max. :0.92653   
##   
## LDA\_04 global\_subjectivity global\_sentiment\_polarity  
## Min. :0.00000 Min. :0.0000 Min. :-0.39375   
## 1st Qu.:0.02857 1st Qu.:0.3962 1st Qu.: 0.05776   
## Median :0.04073 Median :0.4535 Median : 0.11912   
## Mean :0.23403 Mean :0.4434 Mean : 0.11931   
## 3rd Qu.:0.39999 3rd Qu.:0.5083 3rd Qu.: 0.17783   
## Max. :0.92719 Max. :1.0000 Max. : 0.72784   
##   
## global\_rate\_positive\_words global\_rate\_negative\_words rate\_positive\_words  
## Min. :0.00000 Min. :0.000000 Min. :0.0000   
## 1st Qu.:0.02838 1st Qu.:0.009615 1st Qu.:0.6000   
## Median :0.03902 Median :0.015337 Median :0.7105   
## Mean :0.03962 Mean :0.016612 Mean :0.6822   
## 3rd Qu.:0.05028 3rd Qu.:0.021739 3rd Qu.:0.8000   
## Max. :0.15549 Max. :0.184932 Max. :1.0000   
##   
## rate\_negative\_words avg\_positive\_polarity min\_positive\_polarity  
## Min. :0.0000 Min. :0.0000 Min. :0.00000   
## 1st Qu.:0.1852 1st Qu.:0.3062 1st Qu.:0.05000   
## Median :0.2800 Median :0.3588 Median :0.10000   
## Mean :0.2879 Mean :0.3538 Mean :0.09545   
## 3rd Qu.:0.3846 3rd Qu.:0.4114 3rd Qu.:0.10000   
## Max. :1.0000 Max. :1.0000 Max. :1.00000   
##   
## max\_positive\_polarity avg\_negative\_polarity min\_negative\_polarity  
## Min. :0.0000 Min. :-1.0000 Min. :-1.0000   
## 1st Qu.:0.6000 1st Qu.:-0.3284 1st Qu.:-0.7000   
## Median :0.8000 Median :-0.2533 Median :-0.5000   
## Mean :0.7567 Mean :-0.2595 Mean :-0.5219   
## 3rd Qu.:1.0000 3rd Qu.:-0.1869 3rd Qu.:-0.3000   
## Max. :1.0000 Max. : 0.0000 Max. : 0.0000   
##   
## max\_negative\_polarity title\_subjectivity title\_sentiment\_polarity  
## Min. :-1.0000 Min. :0.0000 Min. :-1.00000   
## 1st Qu.:-0.1250 1st Qu.:0.0000 1st Qu.: 0.00000   
## Median :-0.1000 Median :0.1500 Median : 0.00000   
## Mean :-0.1075 Mean :0.2824 Mean : 0.07143   
## 3rd Qu.:-0.0500 3rd Qu.:0.5000 3rd Qu.: 0.15000   
## Max. : 0.0000 Max. :1.0000 Max. : 1.00000   
##   
## abs\_title\_subjectivity abs\_title\_sentiment\_polarity shares   
## Min. :0.0000 Min. :0.0000 Min. : 1   
## 1st Qu.:0.1667 1st Qu.:0.0000 1st Qu.: 946   
## Median :0.5000 Median :0.0000 Median : 1400   
## Mean :0.3418 Mean :0.1561 Mean : 3395   
## 3rd Qu.:0.5000 3rd Qu.:0.2500 3rd Qu.: 2800   
## Max. :0.5000 Max. :1.0000 Max. :843300   
##

nrow(onlinepop)

## [1] 39644

#Median value of shares  
summary(onlinepop$shares)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 1 946 1400 3395 2800 843300

## 

## Pre-processing the data

Deleting url and timedelta variables as these are the 2 non-predictive variables

onlinepop1 <-subset(onlinepop, select = -c(url, timedelta ) )  
ncol(onlinepop1)

## [1] 59

From the summary, we see that the all the variables are numeric but have very different scales. Hence we need to normalize the data.I use scale function available in R and apply to it all columns except the goal field called shares. The modification for shares is discussed in the next step.

for(i in ncol(onlinepop1)-1){   
 onlinepop1[,i]<-scale(onlinepop1[,i], center =TRUE, scale =TRUE)  
}

In order to conduct a binary classification (popular/unpopular) we define articles with shares greater than 1400 (the median) as popular articles.Using this definition I create the binary variable shares as below.

onlinepop\_c <-onlinepop1  
onlinepop\_c$shares <-ifelse(onlinepop\_c$shares >1400,1,0)  
onlinepop\_c$shares <-as.factor(onlinepop\_c$shares)  
table(onlinepop\_c$shares)

##   
## 0 1   
## 20082 19562

summary(onlinepop\_c$n\_tokens\_title)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 2.0 9.0 10.0 10.4 12.0 23.0

## Split the data

Before splitting the data into train and test, I randomize the data using runif function in R. The checks confirm that randomizing did not make any substantive changes to the data. This is done by comparing the summary of n\_tokens\_title with the previous dataset and by comparing the distribution of the binary variable shares with the previous dataset.  
I then do a split of 75% of the data for the training dataset and 25% of the data for the test dataset. The percentage of the shares variable between the training and test dataset is close. Hence the randomization went well.

set.seed(1234)  
onlinepop\_rand <-onlinepop\_c[order(runif(39644)),]  
  
#Checks to see if randomization affected the data  
table(onlinepop\_rand$shares)

##   
## 0 1   
## 20082 19562

summary(onlinepop\_rand$n\_tokens\_title)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 2.0 9.0 10.0 10.4 12.0 23.0

#Actual split  
onlinepop\_train <-onlinepop\_rand[1:29733,]  
onlinepop\_test <-onlinepop\_rand[29734:nrow(onlinepop\_c),]  
prop.table(table(onlinepop\_train$shares))

##   
## 0 1   
## 0.5054989 0.4945011

prop.table(table(onlinepop\_test$shares))

##   
## 0 1   
## 0.5097367 0.4902633

# Method 1: Tree based classification

## Training a model on the data

Fernandes K. et. al. grouped the attributes of this dataset into 5 categories - Natural Language Processing, Words, Links, Digital Media, Time and Keywords in his paper. I tried to run tree based classification for all the 58 features of the dataset but it took too much processing time and hence had to be aborted. Therefore, I split the features as mentioned in Fernandes K. et. al. and built 5 different models.

library(C50)

## Warning: package 'C50' was built under R version 3.3.3

#Natural Language Processing  
onlinepop\_tc <-C5.0.default(x = onlinepop\_train[,38:58], y = onlinepop\_train$shares)  
onlinepop\_tc

##   
## Call:  
## C5.0.default(x = onlinepop\_train[, 38:58], y = onlinepop\_train$shares)  
##   
## Classification Tree  
## Number of samples: 29733   
## Number of predictors: 21   
##   
## Tree size: 62   
##   
## Non-standard options: attempt to group attributes

summary(onlinepop\_tc)

##   
## Call:  
## C5.0.default(x = onlinepop\_train[, 38:58], y = onlinepop\_train$shares)  
##   
##   
## C5.0 [Release 2.07 GPL Edition] Sat Dec 23 14:57:49 2017  
## -------------------------------  
##   
## Class specified by attribute `outcome'  
##   
## Read 29733 cases (22 attributes) from undefined.data  
##   
## Decision tree:  
##   
## LDA\_02 > 0.5490565:  
## :...min\_positive\_polarity > 0.03333334:  
## : :...title\_sentiment\_polarity <= 0.575: 0 (3992/1183)  
## : : title\_sentiment\_polarity > 0.575:  
## : : :...abs\_title\_subjectivity <= 0.425: 0 (75/31)  
## : : abs\_title\_subjectivity > 0.425: 1 (35/12)  
## : min\_positive\_polarity <= 0.03333334:  
## : :...LDA\_03 > 0.2094295: 1 (36/9)  
## : LDA\_03 <= 0.2094295:  
## : :...min\_negative\_polarity > -0.625:  
## : :...LDA\_00 <= 0.2000307: 0 (535/224)  
## : : LDA\_00 > 0.2000307: 1 (43/12)  
## : min\_negative\_polarity <= -0.625:  
## : :...max\_negative\_polarity <= -0.07692308: 0 (148/38)  
## : max\_negative\_polarity > -0.07692308:  
## : :...LDA\_02 <= 0.8666621: 0 (126/42)  
## : LDA\_02 > 0.8666621: 1 (36/12)  
## LDA\_02 <= 0.5490565:  
## :...LDA\_01 > 0.03358202:  
## :...LDA\_01 > 0.4825372:  
## : :...LDA\_04 > 0.02500035: 0 (2456/873)  
## : : LDA\_04 <= 0.02500035:  
## : : :...LDA\_03 <= 0.02523642: 0 (267/110)  
## : : LDA\_03 > 0.02523642: 1 (351/149)  
## : LDA\_01 <= 0.4825372:  
## : :...title\_subjectivity > 0.845: 1 (779/313)  
## : title\_subjectivity <= 0.845:  
## : :...min\_positive\_polarity <= 0.03333334:  
## : :...LDA\_00 <= 0.2528693: 0 (880/430)  
## : : LDA\_00 > 0.2528693:  
## : : :...rate\_negative\_words > 0.1052632: 1 (862/302)  
## : : rate\_negative\_words <= 0.1052632:  
## : : :...abs\_title\_subjectivity <= 0.002727273: 0 (26/4)  
## : : abs\_title\_subjectivity > 0.002727273:  
## : : :...avg\_positive\_polarity <= 0.4320833: 1 (132/57)  
## : : avg\_positive\_polarity > 0.4320833: 0 (11)  
## : min\_positive\_polarity > 0.03333334:  
## : :...global\_subjectivity <= 0.3881313: 0 (1137/438)  
## : global\_subjectivity > 0.3881313:  
## : :...avg\_positive\_polarity > 0.5720644: 1 (98/30)  
## : avg\_positive\_polarity <= 0.5720644:  
## : :...min\_positive\_polarity <= 0.0625:  
## : :...LDA\_04 <= 0.4094816: 0 (848/330)  
## : : LDA\_04 > 0.4094816: 1 (290/127)  
## : min\_positive\_polarity > 0.0625:  
## : :...LDA\_02 > 0.03333358: 0 (2647/1258)  
## : LDA\_02 <= 0.03333358:  
## : :...global\_rate\_positive\_words <= 0.04392206: 1 (737/292)  
## : global\_rate\_positive\_words > 0.04392206:  
## : :...abs\_title\_subjectivity <= 0.1291667:  
## : :...title\_subjectivity <= 0.59375: 0 (177/62)  
## : : title\_subjectivity > 0.59375: 1 (20/6)  
## : abs\_title\_subjectivity > 0.1291667:  
## : :...max\_positive\_polarity <= 0.65: 0 (75/30)  
## : max\_positive\_polarity > 0.65: 1 (369/164)  
## LDA\_01 <= 0.03358202:  
## :...LDA\_00 > 0.9199756: 0 (35/6)  
## LDA\_00 <= 0.9199756:  
## :...min\_positive\_polarity <= 0.03333334:  
## :...LDA\_03 > 0.4989006:  
## : :...min\_positive\_polarity <= 0: 1 (371/147)  
## : : min\_positive\_polarity > 0:  
## : : :...max\_positive\_polarity > 0.7: 1 (252/101)  
## : : max\_positive\_polarity <= 0.7:  
## : : :...title\_sentiment\_polarity <= -0.1818182: 0 (16/2)  
## : : title\_sentiment\_polarity > -0.1818182:  
## : : :...LDA\_03 <= 0.8851883: 1 (74/26)  
## : : LDA\_03 > 0.8851883: 0 (33/9)  
## : LDA\_03 <= 0.4989006:  
## : :...rate\_positive\_words <= 0.9142857: 1 (2091/600)  
## : rate\_positive\_words > 0.9142857:  
## : :...LDA\_04 > 0.2858283:  
## : :...title\_sentiment\_polarity <= -0.0625: 0 (6/1)  
## : : title\_sentiment\_polarity > -0.0625: 1 (59/14)  
## : LDA\_04 <= 0.2858283:  
## : :...abs\_title\_subjectivity <= 0.275: 0 (42/9)  
## : abs\_title\_subjectivity > 0.275:  
## : :...abs\_title\_subjectivity <= 0.4666667: 1 (10/1)  
## : abs\_title\_subjectivity > 0.4666667:  
## : :...avg\_positive\_polarity <= 0.2665318: 0 (8)  
## : avg\_positive\_polarity > 0.2665318:  
## : :...LDA\_00 <= 0.866574: 1 (22/5)  
## : LDA\_00 > 0.866574: 0 (12/2)  
## min\_positive\_polarity > 0.03333334:  
## :...LDA\_02 > 0.339902:  
## :...title\_sentiment\_polarity <= -0.475: 0 (42/9)  
## : title\_sentiment\_polarity > -0.475:  
## : :...max\_positive\_polarity <= 0.85:  
## : :...abs\_title\_sentiment\_polarity <= 1.426127: 0 (772/315)  
## : : abs\_title\_sentiment\_polarity > 1.426127:  
## : : :...global\_sentiment\_polarity <= 0.09550505: 0 (25/9)  
## : : global\_sentiment\_polarity > 0.09550505: 1 (31/6)  
## : max\_positive\_polarity > 0.85:  
## : :...max\_negative\_polarity <= -0.08333334: 0 (200/94)  
## : max\_negative\_polarity > -0.08333334:  
## : :...abs\_title\_subjectivity <= 0.0375: 0 (16/5)  
## : abs\_title\_subjectivity > 0.0375: 1 (164/60)  
## LDA\_02 <= 0.339902:  
## :...max\_negative\_polarity > -0.008333334:  
## :...min\_positive\_polarity <= 0.45: 0 (347/154)  
## : min\_positive\_polarity > 0.45: 1 (16/2)  
## max\_negative\_polarity <= -0.008333334:  
## :...global\_subjectivity > 0.451284: 1 (4916/1891)  
## global\_subjectivity <= 0.451284:  
## :...abs\_title\_sentiment\_polarity > 0.9373557: 1 (403/148)  
## abs\_title\_sentiment\_polarity <= 0.9373557:  
## :...LDA\_00 > 0.4031859:  
## :...min\_negative\_polarity <= -0.6: 1 (144/61)  
## : min\_negative\_polarity > -0.6: 0 (472/185)  
## LDA\_00 <= 0.4031859:  
## :...max\_positive\_polarity <= 0.35: 0 (49/16)  
## max\_positive\_polarity > 0.35: [S1]  
##   
## SubTree [S1]  
##   
## global\_rate\_positive\_words <= 0.06118143: 1 (1803/803)  
## global\_rate\_positive\_words > 0.06118143:  
## :...max\_negative\_polarity > -0.03333334: 1 (5)  
## max\_negative\_polarity <= -0.03333334:  
## :...abs\_title\_sentiment\_polarity > 0.3046315: 1 (16/6)  
## abs\_title\_sentiment\_polarity <= 0.3046315:  
## :...max\_positive\_polarity <= 0.95: 0 (64/12)  
## max\_positive\_polarity > 0.95:  
## :...global\_sentiment\_polarity <= 0.1931566: 1 (14/3)  
## global\_sentiment\_polarity > 0.1931566: 0 (15/2)  
##   
##   
## Evaluation on training data (29733 cases):  
##   
## Decision Tree   
## ----------------   
## Size Errors   
##   
## 62 11242(37.8%) <<  
##   
##   
## (a) (b) <-classified as  
## ---- ----  
## 9671 5359 (a): class 0  
## 5883 8820 (b): class 1  
##   
##   
## Attribute usage:  
##   
## 100.00% LDA\_02  
## 86.92% min\_positive\_polarity  
## 83.10% LDA\_01  
## 50.56% LDA\_00  
## 48.09% global\_subjectivity  
## 30.57% title\_subjectivity  
## 30.11% max\_negative\_polarity  
## 18.63% title\_sentiment\_polarity  
## 18.32% avg\_positive\_polarity  
## 15.26% LDA\_03  
## 14.70% LDA\_04  
## 13.43% max\_positive\_polarity  
## 12.82% abs\_title\_sentiment\_polarity  
## 11.08% global\_rate\_positive\_words  
## 7.57% rate\_positive\_words  
## 5.06% min\_negative\_polarity  
## 4.02% abs\_title\_subjectivity  
## 3.47% rate\_negative\_words  
## 0.29% global\_sentiment\_polarity  
##   
##   
## Time: 1.8 secs

#Error :37.8%  
  
#Words  
#onlinepop\_tc1 <- C5.0.default(x = onlinepop\_train[,c(1:5,10)], y = onlinepop\_train$shares)  
#summary(onlinepop\_tc1)  
#Too much processing time - crashes  
  
#Links  
onlinepop\_tc2 <-C5.0.default(x = onlinepop\_train[,c(6:7,27:29)], y = onlinepop\_train$shares)  
summary(onlinepop\_tc2)

##   
## Call:  
## C5.0.default(x = onlinepop\_train[, c(6:7, 27:29)], y  
## = onlinepop\_train$shares)  
##   
##   
## C5.0 [Release 2.07 GPL Edition] Sat Dec 23 14:57:52 2017  
## -------------------------------  
##   
## Class specified by attribute `outcome'  
##   
## Read 29733 cases (6 attributes) from undefined.data  
##   
## Decision tree:  
##   
## self\_reference\_min\_shares <= 1600:  
## :...self\_reference\_max\_shares <= 12100:  
## : :...self\_reference\_min\_shares <= 40:  
## : : :...num\_self\_hrefs > 9: 1 (27/5)  
## : : : num\_self\_hrefs <= 9:  
## : : : :...num\_hrefs > 4:  
## : : : :...num\_hrefs <= 31: 0 (3308/1431)  
## : : : : num\_hrefs > 31: 1 (64/25)  
## : : : num\_hrefs <= 4:  
## : : : :...num\_hrefs > 3: 1 (304/128)  
## : : : num\_hrefs <= 3:  
## : : : :...num\_self\_hrefs <= 0: 1 (1364/628)  
## : : : num\_self\_hrefs > 0: 0 (355/161)  
## : : self\_reference\_min\_shares > 40:  
## : : :...num\_hrefs > 14:  
## : : :...self\_reference\_min\_shares > 925: 1 (1311/596)  
## : : : self\_reference\_min\_shares <= 925:  
## : : : :...num\_hrefs <= 55: 0 (1105/461)  
## : : : num\_hrefs > 55: 1 (44/14)  
## : : num\_hrefs <= 14:  
## : : :...self\_reference\_min\_shares <= 946: 0 (3937/1163)  
## : : self\_reference\_min\_shares > 946:  
## : : :...num\_self\_hrefs <= 6: 0 (4335/1726)  
## : : num\_self\_hrefs > 6:  
## : : :...self\_reference\_max\_shares <= 2100: 0 (57/16)  
## : : self\_reference\_max\_shares > 2100: 1 (270/108)  
## : self\_reference\_max\_shares > 12100:  
## : :...self\_reference\_max\_shares > 298400: 1 (32/4)  
## : self\_reference\_max\_shares <= 298400:  
## : :...num\_hrefs <= 7: 0 (527/236)  
## : num\_hrefs > 7:  
## : :...self\_reference\_min\_shares > 809: 1 (858/329)  
## : self\_reference\_min\_shares <= 809:  
## : :...num\_self\_hrefs > 31: 1 (29/7)  
## : num\_self\_hrefs <= 31:  
## : :...self\_reference\_max\_shares <= 15200: 1 (86/29)  
## : self\_reference\_max\_shares > 15200: 0 (455/201)  
## self\_reference\_min\_shares > 1600:  
## :...num\_hrefs > 10: 1 (3862/1196)  
## num\_hrefs <= 10:  
## :...self\_reference\_max\_shares > 10900: 1 (2101/764)  
## self\_reference\_max\_shares <= 10900:  
## :...self\_reference\_max\_shares <= 2000: 0 (674/305)  
## self\_reference\_max\_shares > 2000:  
## :...num\_hrefs <= 5: 1 (2664/1286)  
## num\_hrefs > 5:  
## :...num\_self\_hrefs > 2: 1 (1208/506)  
## num\_self\_hrefs <= 2:  
## :...self\_reference\_max\_shares > 6700: 1 (158/55)  
## self\_reference\_max\_shares <= 6700:  
## :...self\_reference\_avg\_sharess <= 4175: 1 (412/183)  
## self\_reference\_avg\_sharess > 4175: 0 (186/72)  
##   
##   
## Evaluation on training data (29733 cases):  
##   
## Decision Tree   
## ----------------   
## Size Errors   
##   
## 27 11635(39.1%) <<  
##   
##   
## (a) (b) <-classified as  
## ---- ----  
## 9167 5863 (a): class 0  
## 5772 8931 (b): class 1  
##   
##   
## Attribute usage:  
##   
## 100.00% self\_reference\_min\_shares  
## 99.80% num\_hrefs  
## 87.01% self\_reference\_max\_shares  
## 42.44% num\_self\_hrefs  
## 2.01% self\_reference\_avg\_sharess  
##   
##   
## Time: 0.2 secs

#Error :39.1%  
  
#Digital Media  
onlinepop\_tc3 <-C5.0.default(x = onlinepop\_train[,8:9], y = onlinepop\_train$shares)  
summary(onlinepop\_tc3)

##   
## Call:  
## C5.0.default(x = onlinepop\_train[, 8:9], y = onlinepop\_train$shares)  
##   
##   
## C5.0 [Release 2.07 GPL Edition] Sat Dec 23 14:57:52 2017  
## -------------------------------  
##   
## Class specified by attribute `outcome'  
##   
## Read 29733 cases (3 attributes) from undefined.data  
##   
## Decision tree:  
##   
## num\_imgs > 5: 1 (6925/2846)  
## num\_imgs <= 5:  
## :...num\_videos <= 0: 0 (14262/6391)  
## num\_videos > 0:  
## :...num\_videos > 22: 0 (251/86)  
## num\_videos <= 22:  
## :...num\_videos > 4: 1 (1230/556)  
## num\_videos <= 4:  
## :...num\_imgs <= 2: 0 (6416/3120)  
## num\_imgs > 2: 1 (649/296)  
##   
##   
## Evaluation on training data (29733 cases):  
##   
## Decision Tree   
## ----------------   
## Size Errors   
##   
## 6 13295(44.7%) <<  
##   
##   
## (a) (b) <-classified as  
## ---- ----  
## 11332 3698 (a): class 0  
## 9597 5106 (b): class 1  
##   
##   
## Attribute usage:  
##   
## 100.00% num\_imgs  
## 76.71% num\_videos  
##   
##   
## Time: 0.0 secs

#Error :44.7%  
  
#Time  
onlinepop\_tc4 <-C5.0.default(x = onlinepop\_train[,30:37], y = onlinepop\_train$shares)  
summary(onlinepop\_tc4)

##   
## Call:  
## C5.0.default(x = onlinepop\_train[, 30:37], y = onlinepop\_train$shares)  
##   
##   
## C5.0 [Release 2.07 GPL Edition] Sat Dec 23 14:57:53 2017  
## -------------------------------  
##   
## Class specified by attribute `outcome'  
##   
## Read 29733 cases (9 attributes) from undefined.data  
##   
## Decision tree:  
##   
## weekday\_is\_saturday > 0: 1 (1836/537)  
## weekday\_is\_saturday <= 0:  
## :...weekday\_is\_sunday <= 0: 0 (25860/12102)  
## weekday\_is\_sunday > 0: 1 (2037/735)  
##   
##   
## Evaluation on training data (29733 cases):  
##   
## Decision Tree   
## ----------------   
## Size Errors   
##   
## 3 13374(45.0%) <<  
##   
##   
## (a) (b) <-classified as  
## ---- ----  
## 13758 1272 (a): class 0  
## 12102 2601 (b): class 1  
##   
##   
## Attribute usage:  
##   
## 100.00% weekday\_is\_saturday  
## 93.83% weekday\_is\_sunday  
##   
##   
## Time: 0.1 secs

#Error :45%  
  
#Keywords  
onlinepop\_tc5 <-C5.0.default(x = onlinepop\_train[,11:26], y = onlinepop\_train$shares)  
summary(onlinepop\_tc5)

##   
## Call:  
## C5.0.default(x = onlinepop\_train[, 11:26], y = onlinepop\_train$shares)  
##   
##   
## C5.0 [Release 2.07 GPL Edition] Sat Dec 23 14:57:55 2017  
## -------------------------------  
##   
## Class specified by attribute `outcome'  
##   
## Read 29733 cases (17 attributes) from undefined.data  
##   
## Decision tree:  
##   
## data\_channel\_is\_socmed > 0:  
## :...kw\_max\_avg <= 3697.155: 0 (112/37)  
## : kw\_max\_avg > 3697.155:  
## : :...kw\_min\_max <= 9700: 1 (1232/337)  
## : kw\_min\_max > 9700:  
## : :...kw\_min\_avg <= 3507.763: 1 (359/54)  
## : kw\_min\_avg > 3507.763:  
## : :...kw\_avg\_max <= 378500: 1 (12)  
## : kw\_avg\_max > 378500: 0 (27/10)  
## data\_channel\_is\_socmed <= 0:  
## :...kw\_avg\_avg > 2892.734:  
## :...data\_channel\_is\_entertainment > 0:  
## : :...kw\_avg\_avg > 4020.608:  
## : : :...kw\_max\_max > 690400: 1 (676/304)  
## : : : kw\_max\_max <= 690400:  
## : : : :...kw\_max\_avg <= 6497.588: 1 (5)  
## : : : kw\_max\_avg > 6497.588:  
## : : : :...num\_keywords <= 8: 0 (43/14)  
## : : : num\_keywords > 8: 1 (17/6)  
## : : kw\_avg\_avg <= 4020.608:  
## : : :...kw\_max\_max > 690400:  
## : : :...kw\_min\_min > 0: 0 (345/124)  
## : : : kw\_min\_min <= 0:  
## : : : :...num\_keywords <= 8: 0 (1226/423)  
## : : : num\_keywords > 8: 1 (305/147)  
## : : kw\_max\_max <= 690400:  
## : : :...kw\_min\_avg <= 149:  
## : : :...kw\_max\_max <= 73100: 0 (13/5)  
## : : : kw\_max\_max > 73100: 1 (102/37)  
## : : kw\_min\_avg > 149:  
## : : :...kw\_min\_avg <= 2297.536: 0 (125/43)  
## : : kw\_min\_avg > 2297.536:  
## : : :...kw\_min\_min <= 98: 1 (57/20)  
## : : kw\_min\_min > 98:  
## : : :...kw\_min\_avg <= 2484.396: 1 (8)  
## : : kw\_min\_avg > 2484.396: 0 (7/1)  
## : data\_channel\_is\_entertainment <= 0:  
## : :...data\_channel\_is\_world > 0:  
## : :...num\_keywords > 9: 1 (314/133)  
## : : num\_keywords <= 9:  
## : : :...kw\_avg\_max <= 362400: 0 (807/352)  
## : : kw\_avg\_max > 362400: 1 (164/64)  
## : data\_channel\_is\_world <= 0:  
## : :...kw\_max\_max <= 57600:  
## : :...data\_channel\_is\_lifestyle > 0: 1 (3)  
## : : data\_channel\_is\_lifestyle <= 0:  
## : : :...kw\_avg\_min <= 360.8571: 1 (5)  
## : : kw\_avg\_min > 360.8571:  
## : : :...kw\_max\_avg <= 10177.06: 0 (28/4)  
## : : kw\_max\_avg > 10177.06: 1 (7/2)  
## : kw\_max\_max > 57600:  
## : :...data\_channel\_is\_tech > 0: 1 (2023/605)  
## : data\_channel\_is\_tech <= 0:  
## : :...kw\_max\_min <= 245:  
## : :...kw\_min\_min <= 0: 1 (538/253)  
## : : kw\_min\_min > 0: 0 (151/59)  
## : kw\_max\_min > 245:  
## : :...kw\_avg\_max <= 398175: 1 (4383/1509)  
## : kw\_avg\_max > 398175:  
## : :...kw\_min\_min <= 0:  
## : :...kw\_avg\_avg > 3342.877: 1 (1375/499)  
## : : kw\_avg\_avg <= 3342.877:  
## : : :...kw\_avg\_avg <= 2926.491: 1 (8/1)  
## : : kw\_avg\_avg > 2926.491: 0 (163/72)  
## : kw\_min\_min > 0:  
## : :...num\_keywords > 7: 0 (139/56)  
## : num\_keywords <= 7:  
## : :...data\_channel\_is\_bus > 0:  
## : :...kw\_avg\_avg <= 3108.288: 0 (32/7)  
## : : kw\_avg\_avg > 3108.288: 1 (119/51)  
## : data\_channel\_is\_bus <= 0:  
## : :...kw\_avg\_max > 652900: 0 (19/5)  
## : kw\_avg\_max <= 652900:  
## : :...kw\_max\_avg <= 4698.701: 0 (4)  
## : kw\_max\_avg > 4698.701: 1 (271/113)  
## kw\_avg\_avg <= 2892.734:  
## :...data\_channel\_is\_tech > 0:  
## :...kw\_min\_min > 98:  
## : :...kw\_max\_max > 28000: 1 (570/203)  
## : : kw\_max\_max <= 28000:  
## : : :...kw\_avg\_min <= 262.6667: 0 (8)  
## : : kw\_avg\_min > 262.6667:  
## : : :...kw\_max\_max <= 18200: 0 (12/4)  
## : : kw\_max\_max > 18200: 1 (22/8)  
## : kw\_min\_min <= 98:  
## : :...kw\_min\_min <= -1:  
## : :...kw\_avg\_avg > 2542.014: 1 (742/293)  
## : : kw\_avg\_avg <= 2542.014:  
## : : :...kw\_min\_max <= 1000: 1 (614/289)  
## : : kw\_min\_max > 1000:  
## : : :...num\_keywords > 7: 0 (73/20)  
## : : num\_keywords <= 7:  
## : : :...kw\_min\_avg <= 909.5: 1 (3)  
## : : kw\_min\_avg > 909.5:  
## : : :...kw\_max\_avg <= 3465.509: 1 (12/4)  
## : : kw\_max\_avg > 3465.509: 0 (28/8)  
## : kw\_min\_min > -1:  
## : :...kw\_min\_avg <= 1313.857: 0 (1077/471)  
## : kw\_min\_avg > 1313.857:  
## : :...kw\_max\_max <= 617900: 1 (18/4)  
## : kw\_max\_max > 617900:  
## : :...num\_keywords <= 5: 0 (35/13)  
## : num\_keywords > 5:  
## : :...kw\_max\_max > 690400: 1 (194/81)  
## : kw\_max\_max <= 690400:  
## : :...kw\_max\_avg <= 3346.833: 0 (18/3)  
## : kw\_max\_avg > 3346.833:  
## : :...kw\_avg\_min <= 291: 0 (4)  
## : kw\_avg\_min > 291: 1 (43/12)  
## data\_channel\_is\_tech <= 0:  
## :...kw\_max\_max <= 617900:  
## :...data\_channel\_is\_lifestyle > 0: 1 (260/119)  
## : data\_channel\_is\_lifestyle <= 0:  
## : :...kw\_max\_avg <= 2815.5: 0 (453/174)  
## : kw\_max\_avg > 2815.5:  
## : :...kw\_min\_max <= 665: 1 (923/435)  
## : kw\_min\_max > 665:  
## : :...kw\_min\_avg <= 1518.273: 0 (224/75)  
## : kw\_min\_avg > 1518.273:  
## : :...data\_channel\_is\_entertainment <= 0:  
## : :...kw\_min\_max <= 23300: 1 (146/57)  
## : : kw\_min\_max > 23300: 0 (19/4)  
## : data\_channel\_is\_entertainment > 0:  
## : :...num\_keywords <= 9: 0 (53/19)  
## : num\_keywords > 9: 1 (3)  
## kw\_max\_max > 617900:  
## :...kw\_max\_avg <= 3645.058:  
## :...data\_channel\_is\_lifestyle <= 0: 0 (5144/1333)  
## : data\_channel\_is\_lifestyle > 0:  
## : :...kw\_max\_max > 690400: 0 (27/6)  
## : kw\_max\_max <= 690400:  
## : :...kw\_avg\_avg <= 1898.883: 1 (5)  
## : kw\_avg\_avg > 1898.883:  
## : :...kw\_max\_avg <= 3409.864: 0 (9/1)  
## : kw\_max\_avg > 3409.864: 1 (18/6)  
## kw\_max\_avg > 3645.058:  
## :...kw\_min\_max > 383: 0 (1154/345)  
## kw\_min\_max <= 383:  
## :...data\_channel\_is\_bus > 0:  
## :...kw\_avg\_avg > 2372.579: 1 (364/153)  
## : kw\_avg\_avg <= 2372.579:  
## : :...kw\_avg\_max <= 341988.9: 0 (151/54)  
## : kw\_avg\_max > 341988.9: 1 (23/7)  
## data\_channel\_is\_bus <= 0:  
## :...data\_channel\_is\_entertainment <= 0: 0 (1253/544)  
## data\_channel\_is\_entertainment > 0:  
## :...kw\_max\_max > 690400: 0 (695/233)  
## kw\_max\_max <= 690400:  
## :...num\_keywords > 7: 0 (58/19)  
## num\_keywords <= 7:  
## :...kw\_avg\_min <= 161.5714: 0 (7)  
## kw\_avg\_min > 161.5714:  
## :...kw\_avg\_min <= 220.918: 1 (10/2)  
## kw\_avg\_min > 220.918:  
## :...kw\_max\_avg > 4780: 0 (7/1)  
## kw\_max\_avg <= 4780:  
## :...kw\_avg\_min <= 284.6: 0 (10/3)  
## kw\_avg\_min > 284.6: 1 (20/4)  
##   
##   
## Evaluation on training data (29733 cases):  
##   
## Decision Tree   
## ----------------   
## Size Errors   
##   
## 80 10354(34.8%) <<  
##   
##   
## (a) (b) <-classified as  
## ---- ----  
## 9218 5812 (a): class 0  
## 4542 10161 (b): class 1  
##   
##   
## Attribute usage:  
##   
## 100.00% data\_channel\_is\_socmed  
## 94.14% kw\_avg\_avg  
## 81.25% kw\_max\_max  
## 79.82% data\_channel\_is\_tech  
## 53.02% data\_channel\_is\_entertainment  
## 43.72% kw\_max\_avg  
## 35.49% data\_channel\_is\_world  
## 27.71% kw\_min\_min  
## 25.89% kw\_avg\_max  
## 25.16% kw\_min\_max  
## 24.64% data\_channel\_is\_lifestyle  
## 24.22% kw\_max\_min  
## 13.58% num\_keywords  
## 10.23% data\_channel\_is\_bus  
## 8.70% kw\_min\_avg  
## 0.62% kw\_avg\_min  
##   
##   
## Time: 0.8 secs

#Error :34.8%

I choose the tree model using the 'Keywords' category as it has the least misclassification error. Based on the evaluation above for this 'Keywords' model output the algorithm properly classified 9218 records as (a), 10161 records as (b) and the remaining 10354 (5812+4542) records create a 34.8% (misclassification) error in training.

## Evaluating Model Performance

Going forward with 'Keywords' category model,we still need to use our test set to evaluate/validate the model's overall performance. To do this we'll use the predict() command as follows:

onlinepop\_pred <-predict(onlinepop\_tc5, onlinepop\_test)

Last, we'll use the gmodels package to create a confusion table looking at the predicted and actual values using the training and test sets for our credit data.

library(gmodels)

## Warning: package 'gmodels' was built under R version 3.3.3

CrossTable(onlinepop\_test$shares, onlinepop\_pred, prop.chisq =FALSE, prop.c =FALSE, prop.r =FALSE, dnn =c('actual popular', 'predicted popular'))

##   
##   
## Cell Contents  
## |-------------------------|  
## | N |  
## | N / Table Total |  
## |-------------------------|  
##   
##   
## Total Observations in Table: 9911   
##   
##   
## | predicted popular   
## actual popular | 0 | 1 | Row Total |   
## ---------------|-----------|-----------|-----------|  
## 0 | 3024 | 2028 | 5052 |   
## | 0.305 | 0.205 | |   
## ---------------|-----------|-----------|-----------|  
## 1 | 1577 | 3282 | 4859 |   
## | 0.159 | 0.331 | |   
## ---------------|-----------|-----------|-----------|  
## Column Total | 4601 | 5310 | 9911 |   
## ---------------|-----------|-----------|-----------|  
##   
##

percent\_accuracy\_tc <-(3024+3282)/9911  
percent\_accuracy\_tc

## [1] 0.6362627

library(caret)

## Warning: package 'caret' was built under R version 3.3.3

## Loading required package: lattice

## Loading required package: ggplot2

## Warning: package 'ggplot2' was built under R version 3.3.3

precision\_tc <-posPredValue(onlinepop\_pred, onlinepop\_test$shares, positive="1")  
precision\_tc

## [1] 0.6180791

recall\_tc <-sensitivity(onlinepop\_pred, onlinepop\_test$shares,positive="1")  
recall\_tc

## [1] 0.6754476

F1\_tc <-(2 \*precision\_tc \*recall\_tc) /(precision\_tc +recall\_tc)  
F1\_tc

## [1] 0.6454912

library(pROC)

## Warning: package 'pROC' was built under R version 3.3.3

## Type 'citation("pROC")' for a citation.

##   
## Attaching package: 'pROC'

## The following object is masked from 'package:gmodels':  
##   
## ci

## The following objects are masked from 'package:stats':  
##   
## cov, smooth, var

onlinepop\_pred1 <-as.numeric(onlinepop\_pred)  
roc\_obj\_tc <-roc(onlinepop\_test$shares,onlinepop\_pred1)  
library(pROC)  
roc\_obj\_tc$auc

## Area under the curve: 0.637

plot(roc\_obj\_tc)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAY1BMVEUAAAAAADoAAGYAOjoAOpAAZrY6AAA6ADo6AGY6Ojo6OpA6kJA6kNtmAABmADpmkJBmtv+QOgCQZgCQtpCQ27aQ2/+pqam2ZgC2/7a2///bkDrb////tmb/25D//7b//9v///9X3oSOAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAQJklEQVR4nO2di3biOhJFTzIJPY9wb7gzaW7TEPj/rxxsY8Dghx5VKls6e61eK52UpHI2smVbUnAiWQPrBIgusE6A6ALrBIgusE6A6ALrBIgusE6A6ALrBIgusE6A6ALrBIgusE6A6ALrBIgusE6A6ALrBIgusE6A6ALrBIgusE6A6ALrBIgusE6A6ALrBIgusE6A6ALrBIgusE6A6ALrBIgusE6A6ALrBIgusE6A6ALrBIgusE6A6ALrBIgusE6A6ALrBIgusE6A6ALrBIgusE6A6ALrBIgusE6A6ALrBIgusE6A6ALrBIgu8Io+blDz+muoOhLGT98CKoJ3+Gi+2LdfRFVHrvz0LQDxwFPVf69ad2+/o6sjV7z96gj+Xn+2X+4HTtI+1ZEWf7/swUsiwK+O4PM1+NKFeQ0WJMSvkuDzSboZwg30XwoOIMivluDU1RVAmF8KXgqBftUF7ziKFiHUb+oe7P+AhdS/tfCy4oEm1eVMXH9wLhneRIrq8iX2dOdcNqYR/eqypX6/EFWBeKBJdZlS994ov1rPom+DKY6ig4GAX6UefNwMvggOqa5ILhffSL9ap+jj5l2yuvJox1axftWuwXt8jv7cs7rCuA6do/1ykDVHrndG8X4peH7cbnwF/FLw3ICsXwqeF/fPrUT8UvCc6DyWlPFLwfOh+9RZyC8Fz4WHlwpSfil4Jjy8MxLzS8Gz4PGVoJxfCp4BT698Bf1SsDnPb/Ql/VKwMT0TNkT9UrApffNxZP1SsCG9062E/VKwHb2z6aT9UrAV/ZMlxf1SsA0Dk2Hl/VKwBUNznRX8UnB6Bqeya/il4NQMr1RQ8UvBiRleiKLjl4KTMrLOSMkvBSdkbB2Zll8KTsboMkE1vxSciPFVoHp+KTgJE4t8Ff1ScAIm9Kr6pWB9JvTq+qVgbab0KvulYF2mzs7qfrUEb4H3elPwoUWkftUtlGm96n6VBFd7zG7xXm3mUO5mpA569f3qCK63E96/fJ0K3k7YRW8CvzqC6w3Bm63AS90Q3EVvCr/swSo46U3iV/safLf3e0R1C8Pp7JzIL0fR4jjqTeSX98HCuOpN5ZeCRXHWm8yvuuCSNgR315vOb+oejCsi1c0Kj6NK55enaCl8PrQJ/VKwDF4npZR+tQRP//VRr+pmjt81J6lfrQcdJf31Uc8hRVq/io8qG7J/VOk7YkzsV/FlQ0PuLxt8bwhS+2UPjsL7fi+5X7VrcAl/fdT/fj69X61RdAF/fTTgcY2BX94HBxLyNM7CLwUHEfSw1cQvBQcQ9izdxi8F+xP2qsTILwX7EvgmzMovBfsR+qbTzC8F+xD8ItvOLwW7Ez5PwdAvBbsSMQ3F0i8FuxEzy8jULwU7ETOJzNYvBTsQNUfQ2C8FTxI3B9TaLwVPEDnF19wvBY8SO4Pb3i8FjxA9QX8Gfil4mOj1F3PwS8FDxC+vmYVfCu5HYPnUPPxScB8Sq+Nm4peCe5BY/DgXvxTcg8Da1tn4peBnsvJLwc9kdH4+UfAzefml4EfyGT83QDzQpDo5MvNLwQ/k5jdG8Pe62qxQu93EZPL86gZiAnfnC1b/8tDt66/TYQXUG5JGtZuW7PxGn6L7Hdd+f3x11voHtpuULN4fdUF04O55M516n/dtff5e1gr//PzGCt6j2lD2uOlqrPrtZRuHRe3RkaHfKMHVMv7G7KPGqvfulteDlz9/4xmEB36vB4dQ3+vXX3fbvse0m5Ac/UYJ/qOR13sW3jd7dAzeRzm3m47Fz6/rBeGBreChHYNl2k1Hln7DBW9xZWCnJJl2k5GnX4kePMpyNgRf9vz2QSAeOF7LFZHqBMnUL182XFj0+qMxEBj4vf5od7Mb3hRaot1E5OpXqwcvbUPwbP0qCV7chuDhgmfuN+5J1tBjjMVtJ5yv36geXN0K9z6KXNqG4Evdf8MFxAXue59HLq0HZ+xX4Bp83Dx30mVtCJ6zX50evLANwUMFL8FvjOD6VmjwjaFUu/pk7VdnFC3Zrj6Bgpfhl48qM/dLwYG3SEvxy2fRmfstvgfn7ldtTpZYu8oECV6Q39LnZGXvt/A5WUEjrEX5VZ+TFd2uKvn7LXuQVYBfCvZkaX6Lvg8uwW/JPThghLU8v2UL9i2xQL+Ry0c/quXfg+98RdpVowy/cXOy3n4fVu+Xpfxa7arhLXiRfuPeB3+e9vhc6KPKQvzGCq52W1nko0rvEdZC/cadot+/12+/wyZ2OLerRCl+IwdZePk6boIm7ji3q0Mxfku9TfIUvFy/hQoux2+U4MklhBLtauA5wlqy37hBVohZ33Y1KMhv3G1SyJt+33YVKMlv7H2wfrsKeAleuN+4pSvLXNlQlN+oa/Ae4V3YuV1xvEZYi/cbd4qeeuF/WA1+ApzbFacsvzr3wVf1w/Z9qhOlML9KDzou677n2IM9BOfgN07wuae+/d723SxVbyFmKbg0v3GDrJevXfU2qfd2ePvyNUPBHiOsPPzG3SZ91HusDLwP3uFjjoJdIzPxG/ugoxI8NKPjsPrH3ASX51eiB2+HZt0dN8M3ys7tiuIsOBu/AtfgXdDjDud2JSnQb/QoemqfnTltCO48wsrIb+oX/qYbgpfot6QZHUX6jRB8WH3UO92FbYXm3K4cjoLz8hsuuL7Hrd4n9d7sznBD8DL9hguuF6zUk3Z6lq7McENwx8t+bn5j1ge3r/yfH3TMcTvhQv1GCP5sZ2U9C57hhuCl+o0T3Fx+nzvpDHuwk+AM/cZdg3fVCLpvatbsNgQv1m+44P3LV/PSt3d29Mw2BHcaYWXpN+I+eF/rO6yCFvgnFzwdk6ffMp5kFeyXgi/k6rcIwSX7LUGwwwgrX79lCJ6KyNhvAYLL9kvBmfvNX3Dhfik4c7/ZCy7db+6Cp26Rsvebv+DRH+fvN3PB9Fu04BL85i2YfvMWPD7CKsNv5oJHfliI35wF028FxANNquttYqSNYvxmLJh+ayAeaFJdTwMjggvym7PgwR+V5DdbwfR7AeKBJtU91z/YQFl+cxVMvy0QDzSp7rH2QcGl+c1W8MAPivObp2D6vQHxwJrd+SRZryA12SdrSHCBfpUEVwuHm79paCGYfu+AeOCpXeF/3AxvRaspeGiEVaRfHcHtHh3bt98mgnu/XaZfzR58qvZ5SC+YfjtAPLCi1fq9Tv9HOfoFl+pXbxTdnKSPm9SC6bcLxANNqrvV2yu4XL8ZCu75ZsF+1QUnHmTR7yMQDxyvRXlD8L56i/ab2Smafp+AeKBJdZdKewQX7ldLsM2G4PT7DMQDK2w2BKffHiAeeDLbTvhZMP3qvmw4Jd0QnH77gHjgyagHP4+w6Pekdw1OvyE4/fYC8cCa9BuC028/EA80qe5ZMP02QDzQpDr6HQLigTbVPQim3xaIB9pU162Pfq9APNCiOvodBOKBFtV1BdPvHRAPNKiOfoeBeGD66rojLPrtAPHA9NXR7wgQD0xeHf2OAfHA5NXdC6bfRyAemLo6+h0F4oGpq7sTTL/PQDwwcXX0Ow7EA9NWd3eLRL99QDwwbXX0OwHEA5NWR79TQDwwaXVXwfQ7AMQDU1ZHv5NAPDBhddcRFv0OAvHAhNXR7zQQD0xXHf06APHAdNVdBNPvGBAPTFYd/boA8cBU1V1GWPQ7DsQDU1VHv05APDBRdfTrBsQDE1VXC6bfSSAemKY6+nUE4oE12nt01CMs+nUA4oEV6nt00K8rEA88JVjhT7/OQDzwlGCPjrNg+nUD4oEn/R5Mv+5APLBCd4+O8wiLfl2BeGCN6h4d9OsBxAPVq6NfHyAeqF5dd7EoGQfigV3kNwSnXy8gHjheS/yG4BTsBcQDlavj9dcPiAfqVke/nkA8sEbrZQP9+gLxwAqtlw306w3EA096jyrp1x+IB57UXjbQbwAQDzxp9WD6DQHigRUaLxvoNwiIB9bIv2yg3zAgHuhYnSc/fQuQC0aCw+tlAZUCFJx5AQrOvAAFZ16AgjMvQMGZF6DgzAtQcOYFKDjzAmqCyUyAdQJEF1gnQHSBdQJEF1gnQHSBdQJEF1gnQHSBdQJEF1gnQHSBdQJEF1gnQHSBdQJEF1gnQHSBdIWHf7aLWuqliAMT5HsLnPbAy9dEeCdmd27hcyz6scBhBbz7FDizHZwF3lPA6aA7LbgcdEAbLXCMc+V73a5aOm7OGe0mf523Aqf9ucB+4mA7MbvqPxOGOwX2Z1ff6/GUHrPYD0/zfy7gdNDdlBwOOqCNK3ALc2V/Wzt8WFW/+aHNPHoKNEuftqOJd2KOm3ffAh+TKT1m8b2eENwp4HLQPSmNH0NAGzfgFOXKHh8P6w4nPpz3BVwS78S4CO4UOPyYPhc+ZrF7+2tccE/a4wfdTcnJlncbN+AU5cGD4O3kB+0muP71Dy1M7YtxOEV3Cuxf/15PXb0esjj/d+Ia3JP2+EF3CrgcdEAbN+AU5UE318FliD0Fms/k+CfzIWZ6gNIpsKsuB02/d2yhOjdOCH5Oe+KgOwVcDjqgjRtwC3OnI3jvMBSIEFx9ig8r99/m7mW6u3RbqNZB+wqeOmgJwS6/2AY4xjlz/+tz+piFn6KdLtr3BZrQpphbC9V/PE/RkwctcIp27r+6gndOaYQPslw+/d0CjeDRoVanwO6yVnP0E9FNe/qg/QZZVQof3m3cgHOkIzfBu8lnEN0C3rdJzWGPf/o7BZpNRjwK1Ez04G4Bh4OOvU1y/cU2wD3UjbsO6fYxuzvx+D7ocLgGPzwZObu622lkukDdiseDDqeDjnzQ4fqLbYBHrBO1r2qkejm9TefeFqhPR5Phl5jLPbDDM7tOgb1vgZPDo8q7Am4H3WnB5aAD2miBUxRZLLBOgOgC6wSILrBOgOgC6wSILrBOgOgC6wSILrBOgOgC6wSILrBOgOgC6wSILrBOgOgC6wSILrBOgOgC6wSILrBOgOgC6wSILrBOQJ36D4mMz1qs52rtgP/c/jBU8729x+SnmQLrBLRpVj5sJye4fK+fp/Lc/SWwxQLrBLRppiJOLGc49cuk4PlzZ/bw47+ry5S7He6+eK9EVguHX/+uhXa+9/ZXPTHOdR3B/IB1AtrcFnmcfX02Z+xqCUs9+bT64nxurnpq++/xe/t6OdNyezKsE1Cn7pvNkpV6dfDb7+ZyezbXXnfvBfd9z2XZ6VyBdQIpOG5Q99l6XcPLVzOD/PzfdpVSR+bD96qL+NCf4lwCsE4gEdvXX5cVXGfB7Yqjtmf29dar4HNP3/osJZgZsE5AmbZDnr3eBLf3TE49+PuP//2x3DN09oLbUfS5HzbX4G11Db6MmVyuweca/rXgM3T2gi+b5FQLag+rdseHeiF49eyj+uL8EXgaRV+/Vw/LPBZrzg9YJ6BO/aiyMnpY/bm6LPXdtU8vr/e8N8F33zttq0/HksfQJQi+Mr6yf6Tcvxd8hqbgaXZLPkNT8HSpJQ+xihJcJrBOgOgC6wSILrBOgOgC6wSILrBOgOgC6wSILrBOgOgC6wSILrBOgOgC6wSILrBOgOjyf0l5S+wMvn3eAAAAAElFTkSuQmCC)

The table indicates that for the 9911 records in our test set 2028 non-popular articles were misclassified, i.e. false negatives or a Type II error, and 1577 actual popular articles were misclassified as not popular, i.e. false positives or a Type I error. The accuracy of the model is 63.6%.

## Feature selection and Model building

The accuracy is better than random classification (50%) but perhaps could be improved if we could use features from all categories.In He Ren's paper he mentioned that when PCA (Principal Component Analysis) is used for dimensionality reduction, it actually makes the model perform worse. This is because the original feature set is well-designed and correlated information between features is limited.

He Ren used Fisher's criterion to aid in feature selection. Based on this approach, he selected 20 features that have the highest Fisher scores in feature selection. I built the tree classification model using the 20 features selected in He Ren's paper.

onlinepop\_tc6 <-C5.0.default(x = onlinepop\_train[,c(6, 13, 15, 16, 17, 18, 20, 23, 26, 35, 36, 37, 38, 40, 41, 42, 43, 44, 48, 55)], y = onlinepop\_train$shares)  
summary(onlinepop\_tc6)

##   
## Call:  
## C5.0.default(x = onlinepop\_train[, c(6, 13, 15, 16, 17, 18, 20, 23,  
## 26, 35, 36, 37, 38, 40, 41, 42, 43, 44, 48, 55)], y  
## = onlinepop\_train$shares)  
##   
##   
## C5.0 [Release 2.07 GPL Edition] Sat Dec 23 14:58:01 2017  
## -------------------------------  
##   
## Class specified by attribute `outcome'  
##   
## Read 29733 cases (21 attributes) from undefined.data  
##   
## Decision tree:  
##   
## data\_channel\_is\_socmed > 0:  
## :...kw\_avg\_max > 638150: 0 (33/7)  
## : kw\_avg\_max <= 638150:  
## : :...LDA\_00 > 0.1205231: 1 (1281/267)  
## : LDA\_00 <= 0.1205231:  
## : :...weekday\_is\_sunday <= 0:  
## : :...LDA\_00 <= 0.03043473: 1 (182/61)  
## : : LDA\_00 > 0.03043473: 0 (221/96)  
## : weekday\_is\_sunday > 0:  
## : :...LDA\_00 <= 0.05000034: 1 (22/1)  
## : LDA\_00 > 0.05000034: 0 (3)  
## data\_channel\_is\_socmed <= 0:  
## :...weekday\_is\_saturday > 0:  
## :...LDA\_02 > 0.4619689:  
## : :...data\_channel\_is\_entertainment <= 0: 1 (345/160)  
## : : data\_channel\_is\_entertainment > 0:  
## : : :...title\_subjectivity <= 0.2296296: 0 (15/2)  
## : : title\_subjectivity > 0.2296296:  
## : : :...LDA\_03 <= 0.04081338: 1 (4)  
## : : LDA\_03 > 0.04081338: 0 (2)  
## : LDA\_02 <= 0.4619689:  
## : :...data\_channel\_is\_entertainment > 0: 1 (257/107)  
## : data\_channel\_is\_entertainment <= 0:  
## : :...LDA\_00 > 0.3672832: 1 (220/22)  
## : LDA\_00 <= 0.3672832:  
## : :...kw\_min\_min > 4:  
## : :...LDA\_02 <= 0.1700026: 1 (86/5)  
## : : LDA\_02 > 0.1700026:  
## : : :...LDA\_04 > 0.5211969: 0 (4)  
## : : LDA\_04 <= 0.5211969:  
## : : :...num\_hrefs <= 2: 0 (2)  
## : : num\_hrefs > 2: 1 (11)  
## : kw\_min\_min <= 4:  
## : :...kw\_min\_min <= 0: 1 (444/89)  
## : kw\_min\_min > 0:  
## : :...data\_channel\_is\_tech > 0: 1 (143/41)  
## : data\_channel\_is\_tech <= 0:  
## : :...title\_subjectivity <= 0.03333334:  
## : :...global\_subjectivity <= 0.5432823: 1 (45/7)  
## : : global\_subjectivity > 0.5432823:  
## : : :...LDA\_02 <= 0.02857196: 0 (9/1)  
## : : LDA\_02 > 0.02857196: 1 (7/1)  
## : title\_subjectivity > 0.03333334:  
## : :...kw\_avg\_min <= 173.1475:  
## : :...num\_hrefs <= 27: 0 (33/8)  
## : : num\_hrefs > 27: 1 (2)  
## : kw\_avg\_min > 173.1475:  
## : :...LDA\_04 <= 0.02222281: 0 (5)  
## : LDA\_04 > 0.02222281: 1 (66/23)  
## weekday\_is\_saturday <= 0:  
## :...kw\_avg\_avg > 2892.734:  
## :...data\_channel\_is\_entertainment > 0:  
## : :...weekday\_is\_sunday > 0: 1 (262/98)  
## : : weekday\_is\_sunday <= 0:  
## : : :...kw\_avg\_avg > 4054.305:  
## : : :...kw\_min\_min <= 0: 1 (514/245)  
## : : : kw\_min\_min > 0:  
## : : : :...kw\_min\_min <= 98: 1 (88/42)  
## : : : kw\_min\_min > 98:  
## : : : :...title\_subjectivity <= 0.1: 1 (3)  
## : : : title\_subjectivity > 0.1:  
## : : : :...kw\_avg\_max <= 46387.5: 1 (2)  
## : : : kw\_avg\_max > 46387.5: 0 (10)  
## : : kw\_avg\_avg <= 4054.305:  
## : : :...kw\_avg\_max > 179150:  
## : : :...LDA\_02 > 0.03666735:  
## : : : :...kw\_min\_min <= 0: 0 (586/164)  
## : : : : kw\_min\_min > 0:  
## : : : : :...title\_subjectivity > 0.2166667: 0 (73/14)  
## : : : : title\_subjectivity <= 0.2166667:  
## : : : : :...LDA\_04 <= 0.02857219: 0 (10)  
## : : : : LDA\_04 > 0.02857219: 1 (56/22)  
## : : : LDA\_02 <= 0.03666735:  
## : : : :...num\_hrefs <= 6:  
## : : : :...kw\_min\_min <= 0: 0 (357/109)  
## : : : : kw\_min\_min > 0:  
## : : : : :...num\_hrefs <= 2: 1 (9/1)  
## : : : : num\_hrefs > 2: 0 (69/22)  
## : : : num\_hrefs > 6:  
## : : : :...kw\_min\_min <= 0: 0 (313/143)  
## : : : kw\_min\_min > 0:  
## : : : :...rate\_negative\_words <= 0.3777778:  
## : : : :...LDA\_00 <= 0.02222433: 0 (24/3)  
## : : : : LDA\_00 > 0.02222433: 1 (66/26)  
## : : : rate\_negative\_words > 0.3777778:  
## : : : :...title\_subjectivity > 0.4772727: 0 (14)  
## : : : title\_subjectivity <= 0.4772727: [S1]  
## : : kw\_avg\_max <= 179150:  
## : : :...title\_subjectivity > 0.5361111: 1 (52/17)  
## : : title\_subjectivity <= 0.5361111:  
## : : :...kw\_min\_min > 98: 1 (59/28)  
## : : kw\_min\_min <= 98:  
## : : :...kw\_min\_min > 0: 0 (118/50)  
## : : kw\_min\_min <= 0:  
## : : :...kw\_avg\_max <= 148271.4: 1 (7)  
## : : kw\_avg\_max > 148271.4:  
## : : :...rate\_negative\_words <= 0.1126761: 1 (5)  
## : : rate\_negative\_words > 0.1126761:  
## : : :...LDA\_00 > 0.1784056: 0 (4)  
## : : LDA\_00 <= 0.1784056:  
## : : :...LDA\_03 <= 0.02406099: 1 (4)  
## : : LDA\_03 > 0.02406099:  
## : : :...LDA\_03 <= 0.2417656: 0 (11)  
## : : LDA\_03 > 0.2417656: [S2]  
## : data\_channel\_is\_entertainment <= 0:  
## : :...LDA\_02 > 0.3290989:  
## : :...weekday\_is\_sunday > 0: 1 (94/39)  
## : : weekday\_is\_sunday <= 0:  
## : : :...LDA\_02 <= 0.575861:  
## : : :...kw\_min\_min > 0: 1 (158/68)  
## : : : kw\_min\_min <= 0:  
## : : : :...data\_channel\_is\_tech <= 0:  
## : : : :...data\_channel\_is\_world <= 0: 0 (119/57)  
## : : : : data\_channel\_is\_world > 0: 1 (308/152)  
## : : : data\_channel\_is\_tech > 0:  
## : : : :...global\_sentiment\_polarity <= 0.1996149: 1 (69/27)  
## : : : global\_sentiment\_polarity > 0.1996149: 0 (9)  
## : : LDA\_02 > 0.575861:  
## : : :...num\_hrefs <= 14: 0 (447/145)  
## : : num\_hrefs > 14:  
## : : :...kw\_avg\_max > 350966.7: 1 (8)  
## : : kw\_avg\_max <= 350966.7:  
## : : :...num\_hrefs > 44: 1 (6)  
## : : num\_hrefs <= 44:  
## : : :...kw\_min\_min > 0: 0 (22/7)  
## : : kw\_min\_min <= 0:  
## : : :...kw\_avg\_max <= 204088.9: 1 (19/5)  
## : : kw\_avg\_max > 204088.9:  
## : : :...title\_subjectivity > 0.1666667: [S3]  
## : : title\_subjectivity <= 0.1666667:  
## : : :...kw\_avg\_avg > 3112.945: 0 (15)  
## : : kw\_avg\_avg <= 3112.945:  
## : : :...LDA\_04 <= 0.02783793: 0 (3)  
## : : LDA\_04 > 0.02783793: 1 (6/1)  
## : LDA\_02 <= 0.3290989:  
## : :...weekday\_is\_sunday > 0:  
## : :...global\_sentiment\_polarity > 0.2724263:  
## : : :...title\_subjectivity > 0.8666667: 1 (13/1)  
## : : : title\_subjectivity <= 0.8666667:  
## : : : :...kw\_avg\_min > 719.5: 1 (4)  
## : : : kw\_avg\_min <= 719.5:  
## : : : :...kw\_min\_min <= 0:  
## : : : :...num\_hrefs <= 39: 1 (24/9)  
## : : : : num\_hrefs > 39: 0 (4)  
## : : : kw\_min\_min > 0:  
## : : : :...kw\_avg\_avg <= 4613.954: 0 (34/5)  
## : : : kw\_avg\_avg > 4613.954: 1 (2)  
## : : global\_sentiment\_polarity <= 0.2724263:  
## : : :...LDA\_04 > 0.3431782: 1 (183/22)  
## : : LDA\_04 <= 0.3431782:  
## : : :...LDA\_00 > 0.8036497: 1 (65/6)  
## : : LDA\_00 <= 0.8036497:  
## : : :...kw\_min\_min <= 0: 1 (240/61)  
## : : kw\_min\_min > 0:  
## : : :...kw\_min\_min <= 98:  
## : : :...LDA\_03 <= 0.1158141: 0 (46/16)  
## : : : LDA\_03 > 0.1158141: 1 (94/28)  
## : : kw\_min\_min > 98: [S4]  
## : weekday\_is\_sunday <= 0:  
## : :...num\_hrefs > 12:  
## : :...LDA\_00 > 0.8999569: 1 (47)  
## : : LDA\_00 <= 0.8999569:  
## : : :...kw\_avg\_avg > 4921.325:  
## : : :...LDA\_04 > 0.02222258:  
## : : : :...kw\_min\_min <= 0: 1 (486/116)  
## : : : : kw\_min\_min > 0:  
## : : : : :...kw\_avg\_min <= 145.7778: 0 (12/3)  
## : : : : kw\_avg\_min > 145.7778: 1 (157/38)  
## : : : LDA\_04 <= 0.02222258:  
## : : : :...kw\_avg\_max > 291300: 0 (72/30)  
## : : : kw\_avg\_max <= 291300:  
## : : : :...LDA\_02 > 0.02000355: 1 (24/1)  
## : : : LDA\_02 <= 0.02000355:  
## : : : :...kw\_avg\_max <= 239242.9: 1 (6)  
## : : : kw\_avg\_max > 239242.9:  
## : : : :...kw\_avg\_avg <= 5057.702: 1 (2)  
## : : : kw\_avg\_avg > 5057.702: 0 (8)  
## : : kw\_avg\_avg <= 4921.325:  
## : : :...data\_channel\_is\_world <= 0: 1 (1899/657)  
## : : data\_channel\_is\_world > 0:  
## : : :...LDA\_03 > 0.7585189: 0 (4)  
## : : LDA\_03 <= 0.7585189:  
## : : :...kw\_min\_min > 0: 1 (17)  
## : : kw\_min\_min <= 0: [S5]  
## : num\_hrefs <= 12:  
## : :...data\_channel\_is\_tech > 0: 1 (1227/422)  
## : data\_channel\_is\_tech <= 0:  
## : :...LDA\_00 <= 0.6799576:  
## : :...kw\_avg\_avg > 4704.033: 1 (825/297)  
## : : kw\_avg\_avg <= 4704.033:  
## : : :...data\_channel\_is\_world > 0:  
## : : :...kw\_avg\_min <= 53.65572: 0 (6)  
## : : : kw\_avg\_min > 53.65572: 1 (119/42)  
## : : data\_channel\_is\_world <= 0:  
## : : :...kw\_min\_min <= 45:  
## : : :...kw\_min\_min <= 0: 1 (1095/541)  
## : : : kw\_min\_min > 0: 0 (699/340)  
## : : kw\_min\_min > 45:  
## : : :...LDA\_03 > 0.4400999: 0 (101/46)  
## : : LDA\_03 <= 0.4400999:  
## : : :...kw\_avg\_min <= 1469.429: 1 (76/17)  
## : : kw\_avg\_min > 1469.429: 0 (5/1)  
## : LDA\_00 > 0.6799576:  
## : :...global\_subjectivity <= 0.3845238:  
## : :...num\_hrefs <= 2: 1 (19/5)  
## : : num\_hrefs > 2: 0 (145/57)  
## : global\_subjectivity > 0.3845238:  
## : :...title\_subjectivity > 0.7133333: 1 (71/11)  
## : title\_subjectivity <= 0.7133333:  
## : :...LDA\_04 <= 0.0401671: 1 (359/103)  
## : LDA\_04 > 0.0401671: [S6]  
## kw\_avg\_avg <= 2892.734:  
## :...data\_channel\_is\_tech > 0:  
## :...weekday\_is\_sunday > 0: 1 (171/50)  
## : weekday\_is\_sunday <= 0:  
## : :...kw\_min\_min > 98: 1 (534/214)  
## : kw\_min\_min <= 98:  
## : :...num\_hrefs > 13:  
## : :...kw\_avg\_avg <= 2324.05: 0 (132/62)  
## : : kw\_avg\_avg > 2324.05: 1 (246/85)  
## : num\_hrefs <= 13:  
## : :...kw\_min\_min <= 0: 1 (1131/553)  
## : kw\_min\_min > 0:  
## : :...title\_subjectivity > 0.95: 1 (42/16)  
## : title\_subjectivity <= 0.95:  
## : :...rate\_negative\_words <= 0.05555556: 0 (81/17)  
## : rate\_negative\_words > 0.05555556:  
## : :...kw\_avg\_min <= 335.4: 0 (622/232)  
## : kw\_avg\_min > 335.4:  
## : :...num\_hrefs <= 5: 0 (106/46)  
## : num\_hrefs > 5:  
## : :...LDA\_00 <= 0.02002179: 0 (18/3)  
## : LDA\_00 > 0.02002179: 1 (167/66)  
## data\_channel\_is\_tech <= 0:  
## :...weekday\_is\_sunday > 0:  
## :...num\_hrefs > 13:  
## : :...data\_channel\_is\_entertainment <= 0: 1 (139/51)  
## : : data\_channel\_is\_entertainment > 0:  
## : : :...kw\_min\_min > 98: 0 (5)  
## : : kw\_min\_min <= 98:  
## : : :...kw\_avg\_min <= 103.8: 0 (7/2)  
## : : kw\_avg\_min > 103.8: 1 (25/6)  
## : num\_hrefs <= 13:  
## : :...LDA\_02 > 0.8182245: 0 (97/21)  
## : LDA\_02 <= 0.8182245:  
## : :...kw\_min\_min > 98: 1 (87/30)  
## : kw\_min\_min <= 98:  
## : :...kw\_min\_min > 0:  
## : :...data\_channel\_is\_world <= 0:  
## : : :...LDA\_04 <= 0.4411417: 1 (56/22)  
## : : : LDA\_04 > 0.4411417:  
## : : : :...num\_hrefs <= 10: 0 (15/1)  
## : : : num\_hrefs > 10: 1 (4/1)  
## : : data\_channel\_is\_world > 0:  
## : : :...kw\_avg\_max > 331570: 0 (3)  
## : : kw\_avg\_max <= 331570:  
## : : :...kw\_avg\_min <= 461.625: 1 (17/2)  
## : : kw\_avg\_min > 461.625: 0 (2)  
## : kw\_min\_min <= 0:  
## : :...data\_channel\_is\_entertainment <= 0:  
## : :...data\_channel\_is\_world <= 0:  
## : : :...LDA\_02 > 0.2870134: 0 (3)  
## : : : LDA\_02 <= 0.2870134:  
## : : : :...LDA\_04 <= 0.3405596: 1 (28/9)  
## : : : LDA\_04 > 0.3405596: 0 (3)  
## : : data\_channel\_is\_world > 0:  
## : : :...kw\_avg\_min > 158.8975: 1 (81/35)  
## : : kw\_avg\_min <= 158.8975:  
## : : :...LDA\_03 <= 0.1084445: 0 (47/11)  
## : : LDA\_03 > 0.1084445: 1 (4/1)  
## : data\_channel\_is\_entertainment > 0:  
## : :...LDA\_03 > 0.2054794: 0 (21/4)  
## : LDA\_03 <= 0.2054794:  
## : :...LDA\_03 > 0.1046986: 1 (2)  
## : LDA\_03 <= 0.1046986: [S7]  
## weekday\_is\_sunday <= 0:  
## :...num\_hrefs > 28:  
## :...LDA\_00 <= 0.5458954: 0 (325/146)  
## : LDA\_00 > 0.5458954: 1 (40/9)  
## num\_hrefs <= 28:  
## :...kw\_min\_min > 201:  
## :...data\_channel\_is\_world <= 0: 0 (1261/577)  
## : data\_channel\_is\_world > 0:  
## : :...title\_subjectivity > 0.725: 1 (44/16)  
## : title\_subjectivity <= 0.725:  
## : :...LDA\_02 <= 0.4754567: 1 (49/18)  
## : LDA\_02 > 0.4754567: 0 (252/87)  
## kw\_min\_min <= 201:  
## :...kw\_avg\_avg <= 2198.56:  
## :...global\_subjectivity <= 0.02222222:  
## : :...data\_channel\_is\_entertainment > 0: 0 (3)  
## : : data\_channel\_is\_entertainment <= 0:  
## : : :...kw\_min\_min <= 0: 1 (44/19)  
## : : kw\_min\_min > 0: 0 (5/1)  
## : global\_subjectivity > 0.02222222:  
## : :...LDA\_04 <= 0.5320873: 0 (2287/485)  
## : LDA\_04 > 0.5320873:  
## : :...global\_subjectivity <= 0.5630686: 0 (145/50)  
## : global\_subjectivity > 0.5630686: 1 (9)  
## kw\_avg\_avg > 2198.56:  
## :...data\_channel\_is\_entertainment > 0: 0 (1350/338)  
## data\_channel\_is\_entertainment <= 0:  
## :...LDA\_03 > 0.490064:  
## :...data\_channel\_is\_world > 0: 0 (14/5)  
## : data\_channel\_is\_world <= 0: [S8]  
## LDA\_03 <= 0.490064:  
## :...LDA\_02 > 0.6265502: 0 (1629/444)  
## LDA\_02 <= 0.6265502:  
## :...global\_subjectivity > 0.4713611:  
## :...LDA\_00 <= 0.8666523:  
## : :...kw\_min\_min <= 0: 0 (354/142)  
## : : kw\_min\_min > 0:  
## : : :...LDA\_02 <= 0.04000054: 0 (128/45)  
## : : LDA\_02 > 0.04000054: 1 (117/49)  
## : LDA\_00 > 0.8666523: [S9]  
## global\_subjectivity <= 0.4713611:  
## :...num\_hrefs <= 14: 0 (1485/489)  
## num\_hrefs > 14:  
## :...kw\_avg\_max > 231542.9: [S10]  
## kw\_avg\_max <= 231542.9: [S11]  
##   
## SubTree [S1]  
##   
## rate\_negative\_words <= 0.53125: 0 (32/6)  
## rate\_negative\_words > 0.53125: 1 (4)  
##   
## SubTree [S2]  
##   
## LDA\_04 <= 0.02002305: 0 (6)  
## LDA\_04 > 0.02002305: 1 (12/4)  
##   
## SubTree [S3]  
##   
## title\_subjectivity <= 0.3907408: 1 (5)  
## title\_subjectivity > 0.3907408: 0 (15/5)  
##   
## SubTree [S4]  
##   
## global\_sentiment\_polarity > 0.1490319: 1 (12)  
## global\_sentiment\_polarity <= 0.1490319:  
## :...LDA\_00 <= 0.03340276: 0 (15/5)  
## LDA\_00 > 0.03340276: 1 (6)  
##   
## SubTree [S5]  
##   
## global\_subjectivity > 0.5155384: 1 (11)  
## global\_subjectivity <= 0.5155384:  
## :...kw\_avg\_min > 247.625: 1 (10/1)  
## kw\_avg\_min <= 247.625:  
## :...kw\_avg\_avg <= 3759.998: 0 (15/3)  
## kw\_avg\_avg > 3759.998: 1 (6/1)  
##   
## SubTree [S6]  
##   
## rate\_negative\_words <= 0.2295082: 1 (97/35)  
## rate\_negative\_words > 0.2295082:  
## :...kw\_min\_min <= 0: 0 (79/33)  
## kw\_min\_min > 0:  
## :...num\_hrefs > 7: 0 (8)  
## num\_hrefs <= 7:  
## :...title\_subjectivity > 0.08333334: 1 (5)  
## title\_subjectivity <= 0.08333334:  
## :...kw\_avg\_avg <= 3116.684: 0 (5)  
## kw\_avg\_avg > 3116.684:  
## :...global\_sentiment\_polarity <= 0.06593164: 0 (2)  
## global\_sentiment\_polarity > 0.06593164: 1 (7)  
##   
## SubTree [S7]  
##   
## global\_sentiment\_polarity <= 0.1701727: 0 (18/7)  
## global\_sentiment\_polarity > 0.1701727: 1 (4)  
##   
## SubTree [S8]  
##   
## global\_sentiment\_polarity <= 0.04970364: 0 (9/1)  
## global\_sentiment\_polarity > 0.04970364:  
## :...rate\_negative\_words <= 0.07272727: 0 (3)  
## rate\_negative\_words > 0.07272727:  
## :...num\_hrefs > 3: 1 (36/5)  
## num\_hrefs <= 3:  
## :...LDA\_04 <= 0.0288543: 0 (4)  
## LDA\_04 > 0.0288543: 1 (2)  
##   
## SubTree [S9]  
##   
## rate\_negative\_words <= 0.1041667: 0 (4)  
## rate\_negative\_words > 0.1041667:  
## :...global\_subjectivity > 0.5253867: 1 (17)  
## global\_subjectivity <= 0.5253867:  
## :...kw\_avg\_min > 407: 1 (10)  
## kw\_avg\_min <= 407:  
## :...kw\_avg\_min <= 207: 1 (8)  
## kw\_avg\_min > 207: 0 (14/4)  
##   
## SubTree [S10]  
##   
## kw\_min\_min <= 0: 0 (73/20)  
## kw\_min\_min > 0:  
## :...LDA\_04 <= 0.02364285: 0 (9)  
## LDA\_04 > 0.02364285:  
## :...title\_subjectivity <= 0.3666667: 1 (17/3)  
## title\_subjectivity > 0.3666667:  
## :...kw\_avg\_min <= 139.2857: 1 (3)  
## kw\_avg\_min > 139.2857: 0 (14/2)  
##   
## SubTree [S11]  
##   
## data\_channel\_is\_world <= 0:  
## :...kw\_min\_min <= 0: 1 (10/1)  
## : kw\_min\_min > 0:  
## : :...num\_hrefs <= 22: 1 (20/4)  
## : num\_hrefs > 22: 0 (4)  
## data\_channel\_is\_world > 0:  
## :...kw\_min\_min > 0: 0 (11/5)  
## kw\_min\_min <= 0:  
## :...num\_hrefs > 19: 1 (6)  
## num\_hrefs <= 19:  
## :...global\_sentiment\_polarity <= 0.08492064: 0 (9/1)  
## global\_sentiment\_polarity > 0.08492064:  
## :...global\_sentiment\_polarity <= 0.1775253: 1 (6)  
## global\_sentiment\_polarity > 0.1775253: 0 (2)  
##   
##   
## Evaluation on training data (29733 cases):  
##   
## Decision Tree   
## ----------------   
## Size Errors   
##   
## 195 9864(33.2%) <<  
##   
##   
## (a) (b) <-classified as  
## ---- ----  
## 9792 5238 (a): class 0  
## 4626 10077 (b): class 1  
##   
##   
## Attribute usage:  
##   
## 100.00% data\_channel\_is\_socmed  
## 94.14% weekday\_is\_saturday  
## 89.86% weekday\_is\_sunday  
## 88.42% kw\_avg\_avg  
## 74.94% num\_hrefs  
## 68.31% kw\_min\_min  
## 67.43% data\_channel\_is\_entertainment  
## 65.63% data\_channel\_is\_tech  
## 59.96% LDA\_02  
## 37.31% LDA\_00  
## 21.84% data\_channel\_is\_world  
## 19.22% global\_subjectivity  
## 16.03% LDA\_04  
## 15.26% LDA\_03  
## 13.66% kw\_avg\_max  
## 9.56% title\_subjectivity  
## 5.80% kw\_avg\_min  
## 4.97% rate\_negative\_words  
## 3.10% global\_sentiment\_polarity  
##   
##   
## Time: 1.7 secs

Based on the evaluation above for this model output the algorithm properly classified 9792 records as (a), 10077 records as (b) and the remaining 9864 (5238+4626) records create a 33.2% (misclassification) error in training.Thus, we see that the error reduces from 34.8% to 33.2% in this model compared to the 'Keywords' category model.

## Evaluating Model Performance (Top 20 Features)

onlinepop\_pred\_t20 <-predict(onlinepop\_tc6, onlinepop\_test)

Last, we'll use the gmodels package to create a confusion table looking at the predicted and actual values using the training and test sets for our credit data.

library(gmodels)  
CrossTable(onlinepop\_test$shares, onlinepop\_pred\_t20, prop.chisq =FALSE, prop.c =FALSE, prop.r =FALSE, dnn =c('actual popular', 'predicted popular'))

##   
##   
## Cell Contents  
## |-------------------------|  
## | N |  
## | N / Table Total |  
## |-------------------------|  
##   
##   
## Total Observations in Table: 9911   
##   
##   
## | predicted popular   
## actual popular | 0 | 1 | Row Total |   
## ---------------|-----------|-----------|-----------|  
## 0 | 3099 | 1953 | 5052 |   
## | 0.313 | 0.197 | |   
## ---------------|-----------|-----------|-----------|  
## 1 | 1703 | 3156 | 4859 |   
## | 0.172 | 0.318 | |   
## ---------------|-----------|-----------|-----------|  
## Column Total | 4802 | 5109 | 9911 |   
## ---------------|-----------|-----------|-----------|  
##   
##

percent\_accuracy\_t20 <-(3099+3156)/9911  
percent\_accuracy\_t20

## [1] 0.6311169

The table indicates that for the 9911 records in our test set 1953 non-popular articles were misclassified, i.e. false negatives or a Type II error, and 1703 actual popular articles were misclassified as not popular, i.e. false positives or a Type I error.The accuracy of the model is 63.1%.

From this, we see that the accuracy of the 'Keywords' category model and the Top 20 features model on the test dataset is very close (63.6% vs. 63.1%). This is because in the Top 20 features model Type II error reduces but Type I error increases as compared to 'Keywords' category model. This makes the overall accuracy similar for both models.

# Method 2: KNN Algorithm

## Training a model on the data

Since I am using the same dataset for all the methods, I can use the cleaned,preprocessed datasets split into train and test obtained previously for training the KNN algorithm model on the data. In order to ensure there isn't a tie in the classification I will use an odd number for k. I will use k=173 because 173 is roughly the square root of the number of training records.I will take all the 58 features in the dataset for this method as this method takes less computation time than the first method. The first method took too much computation time when we took all the features and hence had to be aborted.

library(class)  
n <-as.numeric(nrow(onlinepop\_train))  
k <-sqrt(n)  
k

## [1] 172.4326

onlinepop\_train\_labels <-onlinepop\_rand[1:29733,59]  
onlinepop\_test\_labels <-onlinepop\_rand[29734:nrow(onlinepop\_c),59]  
  
onlinepop\_test\_pred <-knn(train = onlinepop\_train, test = onlinepop\_test,cl=onlinepop\_train\_labels,k =173)  
summary(onlinepop\_test\_pred)

## 0 1   
## 5661 4250

## Evaluating Model Performance

As before we'll create a confusion table to evaluate our model. We'll set up the CrossTable() command a bit differently and have a bit different output as follows:

CrossTable(x = onlinepop\_test\_labels, y = onlinepop\_test\_pred)

##   
##   
## Cell Contents  
## |-------------------------|  
## | N |  
## | Chi-square contribution |  
## | N / Row Total |  
## | N / Col Total |  
## | N / Table Total |  
## |-------------------------|  
##   
##   
## Total Observations in Table: 9911   
##   
##   
## | onlinepop\_test\_pred   
## onlinepop\_test\_labels | 0 | 1 | Row Total |   
## ----------------------|-----------|-----------|-----------|  
## 0 | 3241 | 1811 | 5052 |   
## | 43.767 | 58.298 | |   
## | 0.642 | 0.358 | 0.510 |   
## | 0.573 | 0.426 | |   
## | 0.327 | 0.183 | |   
## ----------------------|-----------|-----------|-----------|  
## 1 | 2420 | 2439 | 4859 |   
## | 45.506 | 60.614 | |   
## | 0.498 | 0.502 | 0.490 |   
## | 0.427 | 0.574 | |   
## | 0.244 | 0.246 | |   
## ----------------------|-----------|-----------|-----------|  
## Column Total | 5661 | 4250 | 9911 |   
## | 0.571 | 0.429 | |   
## ----------------------|-----------|-----------|-----------|  
##   
##

percent\_accuracy\_knn <-(3241+2439)/9911  
percent\_accuracy\_knn

## [1] 0.5731006

library(caret)  
precision\_knn <-posPredValue(onlinepop\_test\_pred, onlinepop\_test$shares, positive="1")  
precision\_knn

## [1] 0.5738824

recall\_knn <-sensitivity(onlinepop\_test\_pred, onlinepop\_test$shares,positive="1")  
recall\_knn

## [1] 0.5019551

F1\_knn <-(2 \*precision\_knn \*recall\_knn) /(precision\_knn +recall\_knn)  
F1\_knn

## [1] 0.5355143

library(pROC)  
onlinepop\_pred1 <-as.numeric(onlinepop\_test\_pred)  
roc\_obj\_knn <-roc(onlinepop\_test$shares,onlinepop\_pred1)  
library(pROC)  
roc\_obj\_knn$auc

## Area under the curve: 0.5717

plot(roc\_obj\_knn)
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This tells us that the model correctly classified 3241 articles that were not popular as not popular and 2439 articles that were popular as popular.The accuracy of the model is 57.3%.The accuracy obtained here is less than the first method (57.3% vs. 63%). I believe the value of k affects the accuracy rate. So I followed the same steps above with k=171. This time the model correctly classified 3249 articles that were not popular as not popular and 2445 articles that were popular as popular. The overall accuracy of the model marginally increases from 57.3% to 57.45%.

# Method 3: Support vector machines

## Training a model on the data

Again, I will use the same cleaned,pre-processed datasets for training the SVM model on the data. I use the kvsm() command by setting up a syntax like fn(y ~ x) on the train dataset. I also use the "vanilladot" kernel for this analysis.

library(kernlab)

## Warning: package 'kernlab' was built under R version 3.3.2

##   
## Attaching package: 'kernlab'

## The following object is masked from 'package:ggplot2':  
##   
## alpha

article\_classifier <-ksvm(shares ~., data = onlinepop\_train, kernel ="vanilladot")

## Setting default kernel parameters

article\_classifier

## Support Vector Machine object of class "ksvm"   
##   
## SV type: C-svc (classification)   
## parameter : cost C = 1   
##   
## Linear (vanilla) kernel function.   
##   
## Number of Support Vectors : 22979   
##   
## Objective Function Value : -22934.63   
## Training error : 0.355968

The ksvm command runs for about 10 mins when I take the entire dataset with the 58 features.By entering the object name I used for the output from the ksvm() command at the command prompt we see that we have an initial training error of 35.59%.

## Evaluating Model Performance

I use the predict function on the test dataset to obtain predictions from the model. Again, I develop a confusion table to see how well the SVM model performed overall.

article\_predictions <-predict(article\_classifier, onlinepop\_test)  
summary(article\_predictions)

## 0 1   
## 5058 4853

ct <-table(article\_predictions, onlinepop\_test$shares)  
addmargins(ct) # adding row and column totals

##   
## article\_predictions 0 1 Sum  
## 0 3279 1779 5058  
## 1 1773 3080 4853  
## Sum 5052 4859 9911

agreement <-article\_predictions ==onlinepop\_test$shares  
table(agreement)

## agreement  
## FALSE TRUE   
## 3552 6359

#accuracy  
percent\_accuracy\_svm <-(3279+3080)/9911  
percent\_accuracy\_svm

## [1] 0.6416103

library(caret)  
precision\_svm <-posPredValue(article\_predictions, onlinepop\_test$shares, positive="1")  
precision\_svm

## [1] 0.634659

recall\_svm <-sensitivity(article\_predictions, onlinepop\_test$shares,positive="1")  
recall\_svm

## [1] 0.6338753

F1\_svm <-(2 \*precision\_svm \*recall\_svm) /(precision\_svm +recall\_svm)  
F1\_svm

## [1] 0.6342669

library(pROC)  
onlinepop\_pred1 <-as.numeric(article\_predictions)  
roc\_obj\_svm <-roc(onlinepop\_test$shares,onlinepop\_pred1)  
library(pROC)  
roc\_obj\_svm$auc

## Area under the curve: 0.6415

plot(roc\_obj\_svm)
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The confusion table tells us that the model correctly classified 3279 articles that were not popular as not popular and 3080 articles that were popular as popular.This means out of our 9911 observations, 6359 observations were classified correctly. The accuracy of the model is 64.16%. From this we see that the accuracy obtained for this SVM model is higher than the previous methods.

# Method 4: Naïve Bayes Algorithm

## Training a model on the data

Proceeding to the next method using the same cleaned and pre-processed datasets, I use the e1071 package to apply the Naive Bayes Algorithm on the data.

library(e1071)

## Warning: package 'e1071' was built under R version 3.3.3

article\_classifier\_nb <-naiveBayes(onlinepop\_train, onlinepop\_train$shares)  
class(article\_classifier\_nb)

## [1] "naiveBayes"

## Evaluating Model Performance

Now we can evaluate the performance of our model. Again we'll use the predict() function and look at the output in a confusion table.

article\_test\_pred <-predict(article\_classifier\_nb, newdata=onlinepop\_test)  
t <-table(article\_test\_pred, onlinepop\_test$shares)  
addmargins(t) # adding row and column totals

##   
## article\_test\_pred 0 1 Sum  
## 0 4857 3451 8308  
## 1 195 1408 1603  
## Sum 5052 4859 9911

#accuracy  
np <-4857/5052  
np

## [1] 0.9614014

p <-1408/4859  
p

## [1] 0.2897716

percent\_accuracy\_nb <-(4857+1408)/9911  
percent\_accuracy\_nb

## [1] 0.6321259

library(caret)  
precision\_nb <-posPredValue(article\_test\_pred, onlinepop\_test$shares, positive="1")  
precision\_nb

## [1] 0.8783531

recall\_nb <-sensitivity(article\_test\_pred, onlinepop\_test$shares,positive="1")  
recall\_nb

## [1] 0.2897716

F1\_nb <-(2 \*precision\_nb \*recall\_nb) /(precision\_nb +recall\_nb)  
F1\_nb

## [1] 0.4357784

library(pROC)  
onlinepop\_pred1 <-as.numeric(article\_test\_pred)  
roc\_obj\_nb <-roc(onlinepop\_test$shares,onlinepop\_pred1)  
library(pROC)  
roc\_obj\_nb$auc

## Area under the curve: 0.6256

plot(roc\_obj\_nb)
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The confusion table tells us that the model correctly classified 4857 articles that were not popular as not popular and 1408 articles that were popular as popular. This means that the Naive Bayes filter correctly classified non-popular articles 4857 times out of 5052 observations (96.14%) and correctly classified popular articles 1408 times out of 4859 observations (28.97%). Thus, Type I error is much higher than Type II error for this model. The overall accuracy of the model is 63.21%. The overall accuracy of this model is similar to that of the first two methods - Tree based classification and KNN Algorithm.

# Method 5: Adding regression to trees

## Training a Model on the Data

As done before, I will use the cleaned and pre-processed train and test datasets obtained previously for building the model. To create this model I use the rpart package. "rpart" stands for recursive partitioning. Using the rpart function I set-up the command with the formula syntax and the factor variable shares as below:

library(rpart)

## Warning: package 'rpart' was built under R version 3.3.3

m.rpart <-rpart(shares ~., data=onlinepop\_train)  
m.rpart

## n= 29733   
##   
## node), split, n, loss, yval, (yprob)  
## \* denotes terminal node  
##   
## 1) root 29733 14703 0 (0.5054989 0.4945011)   
## 2) kw\_avg\_avg< 2910.297 15364 6178 0 (0.5978912 0.4021088)   
## 4) data\_channel\_is\_tech< 0.5 11821 4290 0 (0.6370865 0.3629135)   
## 8) data\_channel\_is\_socmed< 0.5 11201 3871 0 (0.6544059 0.3455941) \*  
## 9) data\_channel\_is\_socmed>=0.5 620 201 1 (0.3241935 0.6758065) \*  
## 5) data\_channel\_is\_tech>=0.5 3543 1655 1 (0.4671183 0.5328817) \*  
## 3) kw\_avg\_avg>=2910.297 14369 5844 1 (0.4067089 0.5932911)   
## 6) data\_channel\_is\_entertainment>=0.5 2862 1241 0 (0.5663871 0.4336129) \*  
## 7) data\_channel\_is\_entertainment< 0.5 11507 4223 1 (0.3669940 0.6330060) \*

The basic information about the tree is obtained by typing the object name m.rpart.Note that the rpart function automatically determined that the most important predictor was the variable "kw\_avg\_avg". The root split between <2910.297 and >=2910.297 as shown above. Nodes with an \* are terminal or leaf nodes.

I then use the rpart.plot package to actually plot the tree.

library(rpart.plot)

## Warning: package 'rpart.plot' was built under R version 3.3.3

rpart.plot(m.rpart, digits=3)
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Here each node shows:

* the predicted class
* the predicted probability of becoming popular
* the percentage of observations in the node.

The highest probability of being popular is in the left leaf of the tree – 0.67 but has only 2.1% of the observations in the node. In contrast, the right has a lesser probability of 0.63 but has 38.7% of the observations in the node.

summary(m.rpart)

## Call:  
## rpart(formula = shares ~ ., data = onlinepop\_train)  
## n= 29733   
##   
## CP nsplit rel error xerror xstd  
## 1 0.18234374 0 1.0000000 1.0000000 0.005863503  
## 2 0.02584507 1 0.8176563 0.8210569 0.005759330  
## 3 0.01584711 2 0.7918112 0.7891587 0.005720826  
## 4 0.01482691 3 0.7759641 0.7855540 0.005716082  
## 5 0.01000000 4 0.7611372 0.7716112 0.005696973  
##   
## Variable importance  
## kw\_avg\_avg kw\_max\_avg   
## 24 15   
## kw\_min\_avg LDA\_03   
## 10 9   
## kw\_min\_max data\_channel\_is\_entertainment   
## 9 8   
## kw\_avg\_max data\_channel\_is\_tech   
## 8 7   
## data\_channel\_is\_socmed LDA\_04   
## 6 4   
## LDA\_01   
## 2   
##   
## Node number 1: 29733 observations, complexity param=0.1823437  
## predicted class=0 expected loss=0.4945011 P(node) =1  
## class counts: 15030 14703  
## probabilities: 0.505 0.495   
## left son=2 (15364 obs) right son=3 (14369 obs)  
## Primary splits:  
## kw\_avg\_avg < 2910.297 to the left, improve=542.7720, (0 missing)  
## kw\_max\_avg < 3751.873 to the left, improve=481.8572, (0 missing)  
## self\_reference\_min\_shares < 1650 to the left, improve=426.4478, (0 missing)  
## self\_reference\_avg\_sharess < 2948.667 to the left, improve=386.6414, (0 missing)  
## LDA\_02 < 0.549098 to the right, improve=356.1277, (0 missing)  
## Surrogate splits:  
## kw\_max\_avg < 4334.585 to the left, agree=0.825, adj=0.637, (0 split)  
## kw\_min\_avg < 1692.644 to the left, agree=0.723, adj=0.426, (0 split)  
## LDA\_03 < 0.05105884 to the left, agree=0.692, adj=0.363, (0 split)  
## kw\_min\_max < 2950 to the left, agree=0.692, adj=0.363, (0 split)  
## kw\_avg\_max < 283307.1 to the left, agree=0.675, adj=0.328, (0 split)  
##   
## Node number 2: 15364 observations, complexity param=0.01584711  
## predicted class=0 expected loss=0.4021088 P(node) =0.5167323  
## class counts: 9186 6178  
## probabilities: 0.598 0.402   
## left son=4 (11821 obs) right son=5 (3543 obs)  
## Primary splits:  
## data\_channel\_is\_tech < 0.5 to the left, improve=157.5023, (0 missing)  
## is\_weekend < 0.5 to the left, improve=149.6727, (0 missing)  
## self\_reference\_avg\_sharess < 1995.273 to the left, improve=138.0419, (0 missing)  
## self\_reference\_min\_shares < 1650 to the left, improve=133.1357, (0 missing)  
## LDA\_04 < 0.3228501 to the left, improve=132.7131, (0 missing)  
## Surrogate splits:  
## LDA\_04 < 0.5105669 to the left, agree=0.896, adj=0.550, (0 split)  
## num\_self\_hrefs < 13.5 to the left, agree=0.772, adj=0.013, (0 split)  
## kw\_avg\_max < 561685 to the left, agree=0.770, adj=0.001, (0 split)  
## kw\_min\_avg < 2599.111 to the left, agree=0.770, adj=0.001, (0 split)  
## self\_reference\_min\_shares < 640750 to the left, agree=0.770, adj=0.001, (0 split)  
##   
## Node number 3: 14369 observations, complexity param=0.02584507  
## predicted class=1 expected loss=0.4067089 P(node) =0.4832677  
## class counts: 5844 8525  
## probabilities: 0.407 0.593   
## left son=6 (2862 obs) right son=7 (11507 obs)  
## Primary splits:  
## data\_channel\_is\_entertainment < 0.5 to the right, improve=182.24500, (0 missing)  
## self\_reference\_min\_shares < 1650 to the left, improve=148.33920, (0 missing)  
## self\_reference\_avg\_sharess < 2888.167 to the left, improve=115.87460, (0 missing)  
## is\_weekend < 0.5 to the left, improve= 91.94284, (0 missing)  
## self\_reference\_max\_shares < 2950 to the left, improve= 84.12785, (0 missing)  
## Surrogate splits:  
## LDA\_01 < 0.4824625 to the right, agree=0.856, adj=0.279, (0 split)  
## num\_videos < 23.5 to the right, agree=0.804, adj=0.017, (0 split)  
## num\_imgs < 48.5 to the right, agree=0.803, adj=0.009, (0 split)  
## num\_hrefs < 179 to the right, agree=0.801, adj=0.001, (0 split)  
## LDA\_02 < 0.01818215 to the left, agree=0.801, adj=0.001, (0 split)  
##   
## Node number 4: 11821 observations, complexity param=0.01482691  
## predicted class=0 expected loss=0.3629135 P(node) =0.3975717  
## class counts: 7531 4290  
## probabilities: 0.637 0.363   
## left son=8 (11201 obs) right son=9 (620 obs)  
## Primary splits:  
## data\_channel\_is\_socmed < 0.5 to the left, improve=128.1182, (0 missing)  
## kw\_avg\_max < 142493.1 to the right, improve=112.6429, (0 missing)  
## kw\_max\_avg < 3645.021 to the left, improve=112.2319, (0 missing)  
## kw\_max\_max < 654150 to the right, improve=103.0073, (0 missing)  
## self\_reference\_min\_shares < 1550 to the left, improve=102.1694, (0 missing)  
## Surrogate splits:  
## num\_self\_hrefs < 40.5 to the left, agree=0.948, adj=0.010, (0 split)  
## num\_keywords < 2.5 to the right, agree=0.948, adj=0.005, (0 split)  
##   
## Node number 5: 3543 observations  
## predicted class=1 expected loss=0.4671183 P(node) =0.1191605  
## class counts: 1655 1888  
## probabilities: 0.467 0.533   
##   
## Node number 6: 2862 observations  
## predicted class=0 expected loss=0.4336129 P(node) =0.09625668  
## class counts: 1621 1241  
## probabilities: 0.566 0.434   
##   
## Node number 7: 11507 observations  
## predicted class=1 expected loss=0.366994 P(node) =0.3870111  
## class counts: 4223 7284  
## probabilities: 0.367 0.633   
##   
## Node number 8: 11201 observations  
## predicted class=0 expected loss=0.3455941 P(node) =0.3767195  
## class counts: 7330 3871  
## probabilities: 0.654 0.346   
##   
## Node number 9: 620 observations  
## predicted class=1 expected loss=0.3241935 P(node) =0.02085225  
## class counts: 201 419  
## probabilities: 0.324 0.676

Another way to visualize the tree is using the command:

rpart.plot(m.rpart, digits=4, fallen.leaves =TRUE, type =3, extra =101)
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## Evaluating Model Performance

Since we are doing a binary classification, that is our target variable is a binary variable (popular/not popular), we need to build a confusion table to determine how well the model works.

article\_test\_pred\_rt <-predict(m.rpart, newdata=onlinepop\_test,type="class")  
t <-table(onlinepop\_test$shares,article\_test\_pred\_rt)  
rownames(t) <-paste("Actual", rownames(t), sep =":")  
colnames(t) <-paste("Pred", colnames(t), sep =":")  
addmargins(t)

## article\_test\_pred\_rt  
## Pred:0 Pred:1 Sum  
## Actual:0 2986 2066 5052  
## Actual:1 1673 3186 4859  
## Sum 4659 5252 9911

#accuracy  
np <-2986/5052  
np

## [1] 0.591053

p <-3186/4859  
p

## [1] 0.6556905

percent\_accuracy\_rt <-(2986+3186)/9911  
percent\_accuracy\_rt

## [1] 0.6227424

library(caret)  
precision\_rt <-posPredValue(article\_test\_pred\_rt, onlinepop\_test$shares, positive="1")  
precision\_rt

## [1] 0.606626

recall\_rt <-sensitivity(article\_test\_pred\_rt, onlinepop\_test$shares,positive="1")  
recall\_rt

## [1] 0.6556905

F1\_rt <-(2 \*precision\_rt \*recall\_rt) /(precision\_rt +recall\_rt)  
F1\_rt

## [1] 0.6302047

library(pROC)  
onlinepop\_pred1 <-as.numeric(article\_test\_pred\_rt)  
roc\_obj\_rt <-roc(onlinepop\_test$shares,onlinepop\_pred1)  
library(pROC)  
roc\_obj\_rt$auc

## Area under the curve: 0.6234

plot(roc\_obj\_rt)
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The confusion table tells us that the model correctly classified 2986 articles that were not popular as not popular and 3186 articles that were popular as popular. This means that the regression tree model correctly classified non-popular articles 2986 times out of 5052 observations (59.10%) and correctly classified popular articles 3186 times out of 4859 observations (65.57%).The overall accuracy of the model is 62.27%. Thus, this method has the least overall accuracy amongst the 5 methods used on this dataset.

# Conclusion

When using a single dataset for all the 5 methods we see that that some models performed better than others. However, when we look at overall accuracy of each method we see that it is pretty close for all methods except KNN Algorithm which has significantly less accuracy.

ctable <-matrix(c(percent\_accuracy\_tc,precision\_tc,recall\_tc,F1\_tc,roc\_obj\_tc$auc,percent\_accuracy\_knn,precision\_knn,recall\_knn,F1\_knn,roc\_obj\_knn$auc,percent\_accuracy\_svm,precision\_svm,recall\_svm,F1\_svm,roc\_obj\_svm$auc,percent\_accuracy\_nb,precision\_nb,recall\_nb,F1\_nb,roc\_obj\_nb$auc,percent\_accuracy\_rt,precision\_rt,recall\_rt,F1\_tc,roc\_obj\_rt$auc),byrow = T,nrow =5,ncol =5)  
  
dimnames(ctable) <-list(c("Tree based classification","KNN Algorithm", "Support vector machines","Naive Bayes Algorithm","Adding regression to trees"),c("Accuracy","Precision","Recall","F1","AUC"))  
  
ctable

## Accuracy Precision Recall F1  
## Tree based classification 0.6362627 0.6180791 **0.6754476 0.6454912**  
## KNN Algorithm 0.5731006 0.5738824 0.5019551 0.5355143  
## Support vector machines **0.6416103** 0.6346590 0.6338753 0.6342669  
## Naive Bayes Algorithm 0.6321259 **0.8783531** 0.2897716 0.4357784  
## Adding regression to trees 0.6227424 0.6066260 0.6556905 **0.6454912**  
## AUC  
## Tree based classification 0.6370112  
## KNN Algorithm 0.5717416  
## Support vector machines **0.6414626**  
## Naive Bayes Algorithm 0.6255865  
## Adding regression to trees 0.6233718

*\* The best values are highlighted in bold*

The table above summarizes the key parameters used to measure how each model performs. When we look at the overall Accuracy of the model, Support vector machines (SVM) are the best and KNN Algorithm is the worst.

The precision (also called positive predictive value) is the fraction of relevant instances among the retrieved instances, while recall (also known as sensitivity) is the fraction of relevant instances that have been retrieved over the total amount of relevant instances. Looking at the Precision parameter of the 5 models, the Naive Bayes Algorithm has the highest precison of 0.87 followed by the SVM model which has a precision value of 0.63. However, when we look at the Recall parameter we see that the Naive Bayes Algorithm has least Recall value of 0.28. Tree based classification has the highest recall value of 0.67.

The F1 score can be interpreted as a weighted average of the precision and recall, where an F1 score reaches its best value at 1 and worst at 0. Both Tree based classification and Adding regression to trees have highest F-Score of 0.64. Naive Bayes Algorithm has least F1-Score of 0.43.

From a random classifier you can expect as many true positives as false positives. AUC score for the case is 0.5. A score for a perfect classifier would be 1. Most often you get something in between. SVM has the highest AUC score of 0.64.

I see that SVM strikes a balance in all the 5 parameters and hence is the best model for classifying this news popularity dataset. This is in contrast to the Naive Bayes Algorithm which has the highest precision but very low Recall value and F-Score. All the parameters of the SVM model have values around 0.6 which is greater than a random classifer value of 0.5. Hence, I would choose the SVM model as the best model amongst the 5 models.
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